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Wit ZAMAR T ERAL%N, 28, TLETAE, AEFRERAY, LifeiFs
F A AL P AR ROLIEAE, BB, ARG AR AR HE R 5B R CAPP A%
JE R TRE R b BA BAF AT B e Rk, B b, AU R — A KA 695 R AR
FIT W CAPP 24 RAEF B, AT LR LR agse s, ALRBET —HFH a9 thRAA
AR GZGt ik, CRAA TR E: BRI, k. @AM, EEfT 4
B, ARIEXAE R KAV ARt T AP R A2t X R S BP AU E) CAPP R B&+E b
R, )RR, RIBLEMBIT. WE. R FthE CAPP 2 %625 M AR 50
ETaRANE.
K. CAPP; Cooperative agent; Modelling; CIMS
1. 48

AL A T R R T FF L. BT R A 5
B A R S T %3, F AWML T &S FHitdz. AR Bk o) s
AR S0, Podo: BT E) Z et UATARRL . AR Z . PHRA e, Ty
ARAFE. AL ). A A 0 . ART, R REEARA G K EH
FEZF S 09F TRFIZ, LILTFR, HEIBAM Peit L BAR K 69128 T CAPP
AR

— KL, CAPPOY SEILTy ik MAY: EF ke ik, 27k A HIEA & Ao
FodR a7 ik — AT ORI A9 CAPP 2 G ARAAL ) T AL & BRI Bk A — AN 3K
PEFRF . B0 T AR TR A B, RATTT VA B of B ARl 1842 41 X,
1813 Y 64 % e B RR T VAR B 3E M AT 09T R . 2 AR AR T Ae iRk ek e oy ik
B 0K B AR IR AT o 2R g S A R T Lt R 094k,
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% F- 469 CAPP T AR ZARYE R F) 69 18429t R 77 ikl K 4L 28 e . A 49 45)F 77 CAPP.
MIPLANZF3F, A ok £ RIE X LT3 TARRAR 20 KiE, CRET J — T4k
FI R0 —APH S . S A 69 45)F A APPAS , EXCAP , KRONOS, XCUT 6, QTC (Quick
turnaround cell ), PART, OOPPS ( object—oriented process planning system ) ,
MePlans , COMPLAN Process Planner CPP %%, A F ey A T 2R T & eg KN
S R R TAA, A RARLERF S DT T RN ER, A, BHE—ANAE
Bl BTk ) B RARBELE A W IAF T R BHIAER L o iR R T ik An R I LE M ST 0 4
MiELLIHRNARLRBAETEL.

PRRIR 2 568 4 11 A TS S AR R A SRR IR S A 09 AGRHI . BB, 8T A b8
RA R R AT R 4 PR, —/MREEYME A 40 04694 5 Ak 2 69 8 1R 51 S 49 R,
T ARIZHRA T A TR 4, JE BARSAR B TH eI B AdE 85| 5, €AW
YIRS F IR R AR RBE T — AR RN R, EXRR NE L, AME 2L
FI R 0935 3 Aodmif kA ik, XA, EA RGBT —AF 818 5 Fofif R KR K79
ALY SR RIRIE.

2. ZEE T HY () B

— AR —FRARFE D BIAE T B BAF. BK BEAE T A5 PR, &k
ZRADXARA BANFEARRE S92, —R, PARITARZ AR Q4504 T LA
- MY AR
- BB R
LB Yk
B TR eyikdE
- B R E 6y Akt

J& 4 B A s AT

ISR B RFE o T Se iR RAE LR BRI . IR R LT3 5 M 45 ARIE I
T AFAEARIE IRSL R AR K A LB BRAR . 25 8 T A6 R LALE 9 L3248 ) Ao
MR TS AR, . BZREALCHRIE, PATE TR
AR E T ARG tE. B K BB AR AT B K B 909 JUTH
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Nz Z A& FCAPPRALRA R T kAR ks @, R, F 3 AAHRGBRLGER
RAG KM, & TCAPPA %oy B 2ok, XAF—FF 2 MRV A48 AR R 69 P AL
#)3  Fw ILeg IR AL

P FICAPPAE R A 5 e, ) BUATCAPP 2 et By k. S2TR b, € Ei&A— IR
CAPPA L feiRB|VA T A AT RRAE T ae: k. kb, @AM, IR Hfe T 5
Bk,
kT EARECAPPRARME A MR I AGE K. RA—2HES, CHEBLE
BA =N TR CADRCAMA 6. BARIERI B A RIR I A B 209 R 4.
- RIS B GAIRE G W e AR A 5 ik mB|CAPPA 4 F
R AT R R B R E T R R AR . A A R B AL
- B R FECAPP R 42 — AR RR T 24850 R 4.,
ST B AN BCAPPA %k A P AR E E,

Y B) CAPPAR 2 6418 T BRAUR T 2 XA £ . AURIFFICAPP A 4%, VAR WG4 M) .
BATA LA 0 R T B A AR AR w4,
3. 1. H\ it [E]CAPP & G 8L

B —# T MUK ) CAPP % %2 42 CAD/CAP/CAMIRIE, T 64 AR 2E 4. EdATH, —
FEOFEN T AN S XK 32 (P-agents ) .
- R AEIR AR
- WUARBRAF 6 4K 22
- WL R AR
C %) T R FRE
- B R E B kA iR
AR RAE A R TR

TRRRIEZT AL LKW _E AR 495 L2 47, BARIZRE T A A6 25K
BEE, FFHEBIFBRVEMNE LA EANPRIZFIEITH WA, HEANAFAL AN, B
RIEZADHIN A EN T GPRIRIAD E 694556, MPRIZATS) 8945 R XA 1= B,
W, EREAOFMT, BRESRF - A4 TG RT R R R R —HBA T
B, S TR AR Bt A SR 9 DRIZAE 1) B CAPP & 42 k% T A 4.
PR CAPP & e MRAZ % HER, shopf loor & G iR = b 69 & 7= 29 R, FAARIE /= sk it
Aty RARAOR 69 TR, e REAFFRHEOL R, WFECAPP A Lstded ©12
B AR AR T RAAAD KT, Wb R B, RE, METITHERF Ehatrid
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#>scheduling (#shopfloor £ 4k #4 2 AFIE], Mk B 422 69 2 HE.
3 2 RIBRYGEW

— R TR L M e B . RIE G WM R R4 5. 2T
B AE RS A A K, BB XA kAR A RAIE., IR A A AR R . A
AL, FrA PARIZ LA R IR AR oA RILIE 4] 35 AN 5| %, MK ERE . kg
B BAERE. FLEAFERSFALERE. IERSLE I~ £PRKE
¥, ALHERREL T4 ERNERE, AACRMBETL TR FTRE A, FRBX
FodR G APAE AT F P, A T R KR JE se L Fe 5 R AR 09 AR 49 SR,
) AR ZEAL A R 6938 B B R IMAT. Fvh, SCHARIE R 69 vl 2t A 5% b 4418 %
R E 698t

A B35 B BAR S IR T R SR A AT BAX I e PAR I R LA ) 69 2K 4E, dm: PR T
L. BREZ. FE, RS EEE,

B A KOMLA VAR ZE A 2 ek 642 /7 Z 10 BR A B4R R 5k ) 23845 6938 2, LA 2 4
{14k 52 o R ) A7 B, tF) CAPP £ 42 89 B ANRIZAE A — AP i@ 1312 8 7 vAKQML A J Ak 69
AL, Prvh, &AT#0H NetKQMLIE A2 25 5B I2E 15 . AREKQMLAE S e 2K, K32
ZAE A BHOH G e AR B R XA B A e N A e —A
AR EAERIE R, B —ANRILE| — 504 &0, ET A&l il BTk, H—
AMRIZZ LK BT, ABA B bR, XA, H AU E— B 4949k iA
CAMNEZ T, EEEAZ &7 X+ 47T 5. Windows 95694 10 BAL4 & 2 A0
FIATE|N tKQMLIZ A 25 £, TCP/IPRZ —ANAR T4 1 28 i A% iy a .

FEEAEREZN KT TRMNEGE L.

B 1) & e 23 ) kot B T 2t k] et A2 e Bt i)

WARE B B R R FI R FN, H e REA R REPEFFRG L, L1002
R A A —AREOGREN, ERERA—ATEEHA T, BLI—N T LR
AL, EHEH—NREERFHA X —FHA N, XAAFHL A R BT AR
PIRTAREL AR, o R— Ak REBRE AT E, R LAERBHRTH AT
RIGIEFMHFKT R SOMAR, SWERETZ—AWHFTEN, ERELIIPIFIE
HAbEM, SBPA R SIS

4 —/NFEAE AR, PREXF T AR FeRdided. Re, enit
B—ANF A EEE, R, TR FEMGER, ATEE REARES F1F,
HEeE AERRE MEER—NRE, FHARS —MRE CEAERGFMH .



EAFHARBRE MK,

ATE R ARERELERNE A RELER OWEHFH, TR FHER
EHeIPE, ERETFTELSEARAGLEAR—RELHN T E., wRA, CHhEEX
ANRE, FASAREFTRENEAR, AR FTAPEIANFRE. £XFHEALT,
EREKCETRT ARG R0, eRREZERZZIA ERLNEAGRE,
EREE CEZHITARILRA F RIS T FRANLN T R BAECHEE LT
LIEATRA EFBATH K. 2o RA, Cieh it fe = A 9 RAES. EXAFHLTF,
CRAR T A IEAEPATRE GG, (22, PRI ELEPATHRETAT, RMELK
BT A o — MR T AR ERA RELEPATRE R FRIFORE. o RILA AL R
REEAT, WEEFHR RRBERE P T A R ERORERATRE, el i E
FERE PRI,

Yo R B IR Z LR A R, A RAFRBRRIADE AR MR, AERE
s RAEB R Z )G, Bk, BEEFIB A RTINS, R Je €A A8 L 44 R g
RF R,

3. 3. FiRHR

PFI CAPP £ 4t 69 4 iR AR K 7= sofeRIL 77 @69, € 49 B APARIZA I CAPP £
G HAH AP KA 69 4nit: RIRHeiR. B4 beidfe ot Rigknin, BREAULEH
FH iR, BErAhi — AR X T P RAGE 69, C AR CAPP & 42 F 49 P A AXZE BT 3k
*.
3. 4. FEbL
AR B CAPP 2 40 89 AR AAY Sk . —H 24 Xt X = £ 4 R4g, 5 —AF
WX FIUTE &6, eN1E:

AR (AFEL WH A AR )

- 324K (Name; Type; MaxSize; Material; InitStatus; HeatTreat; Features . ) .
NamefX & EARGYARIAAT, ©XIMAZE—EY, Typel) R B gk 694, MaxSizes2
FERARIP TR AR T, Material R KR MATAIF K. InitStatus FHAERT R
AT o T 03077 . An AL IRAE AR An AL 32 6 Sk . Features A FTA 4F4E
LRE S
H¥ JE 1414 @,45: FEATURE (Name; Type; Location; FinalSize; InitSize; Hardness;
Tolerances) .

Name & $§ —AMAFAEAYARIRAF, €L MAE—). Typel| R di R BRAFAEY K 4E79).
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Locationdg #0144 49483545 B Aa i F v by k& . FFAER T L35 4 R <+ (FinalSize)
Fadnds R+ (InitSize), #RAFGHFAEGY =4 R~ . Hardness FS4F4EAGAEE .
Tolerances$§ Z R A= JUATH) L £, F ARG K4AEF R E TR FE.
3.5 XEHR

HANPRIE R RF AR X T O F TR 0988, FRAERRE. M
REFfR R R, RR ORI A RE 6 RRF iR E A, H4edidl B Ao g B
EEFF. R RTAEHETFMEES], e FA195)21 0, REPRIER TFE
EEEEE-SL R

) dm, BRAF AR ILEF A KA R AF ARG RAARIRAE . AT T2 o945
AE, STHEAAE R —AF 093, — ARG T ik de: HRaE . ARAESEE
AEEIL. BRIR. BB AL, RA . BB, G ERAL BEEOHENT Rt E,
CH A R OLIERAE ST AE, A T2, R E R R FAR EZROX A,
FiR 0B S ML LM B 3T, iR T, —ANREIRABE—ANTEEL, BT
A BREAE—NRET.

REAERE . RE A B Aot Rk F AR A A — /N P-agent 09 18 AL 25
il
3. 6. RSRARIRENIR

R AE R QLA RAT KA RIBAR A R IRAR b, KRR B R R £ %6,
FE4ofT R AR A B —APARIZIR B —ANPARIL GG I E AR R AT oG R B A, F— AP
ARILAA SR AP RIZ R E) 69 EBURE, 4 @Iex 2k 49 o RIG & 7 L GBRE. KR
Ak bk R ) 6 T e i S B FTAT 69PARIE P AR — 449, A T 5 HAePRIZATAH
fR A 19 AR ik B AL — 3, EA A IROTHRIE R — e o RAF R T R 6 IR S 4, X
ST AR T R AR 4 B o e ot 4 LB, T 043K 8k 3R R SR R
e S o — A AR R RAR AP F) CAPP A 4 b LG 44 9 AL,
IR E: RE| AR ETRLEE R eRE;
IR AR R AR B bR R ARIZ LY R R H A RIT I MRk K6k
B AR T E;
- BRI FEHBIRE . RIS F IR AN R T B
3 7. ¥EH1EIR

B CAPP % 45 P A7 6 PAXZZ AR ARARIE AR [F) 6 4% 4] Sn iR TR — £ FME S
A RATORE;



CIERE;
NP AE
- fRR AR,

VAL GE S EPATIATHCEZHT T, B—MEFBRERT —NF4H. PR
W H et
—ANBAOE R, RE T PATH KRGS, € a4 Hl o2 DIARR R HAE 509 BT 18]
Fast FAF MR R,

YA —NEM, BMESHBIRT T — 29k, RABEF @69k, KA14eid
WA AR S EFRNIES, FRIGEFT ERZ, BETPES =, BEARLRENGMAA.
FE G FHZHT AR M EATH) . Fram ey RNZ ki, £BME .

3. 8. MK TR

B CAPP Z 4ufB ik #) R T TR PR, Sk &7 AR, KEZRBIL. kA
g RN, GiE R —AviE A 69iEE, B EPRIEZ ] G E SEREAZ. Bk, A4l
AR —AFAT &R o RAR R L5 M Fo b 7 AU SR AR 0 7 191 AL
3.8 1 FX

FotZAREFHFRE, FA. RE. B FRE T BRIXFAA
P={0r, G, C, I}, HPOorREMEHF, CRIZHXG—FF B89, CRFANY
KA, TR 4030 ik T 2B F 69 s 6915 8. RE{ Ow.P, Ac_P, Bxp_Q, Cf },
Ow-P REFFE, Adc-P RIFERBEA T RIFEAG 7%,  Exp-0 RRE B,
Cf & X R ERIE. WETURTAHE=(0w O, 1d (, Ac_FD, Ra, Re}, 2 F Ow_ FO
RAFEA, 1d-Q RFEOVRE, Ac ORXMREN—F537E, RaZxrH/N RS
AP, ReAMBTEF ZRE T IFIL. . GRe AT A, FRHKTET, TATH
HRA Cr ={0w_Cr, Id_P, Ac_Cr, Exp_-Cr}. Ow_CrARE ¥ RITAH#, 1d_PRAAXH
RE, Ac Cr2—A 7 R, Bxp-Craxf ik RE|AF 69 BA,

DREEZEZT FAP={0r, G, C, I} , FFRET R RTE, HAFIRILB
RIP G 19 FAAR & 3K, BA 2 it e PARZE AR B 19 B4 %12 6. oAl % 49 PARE
F ot BRI, BERBTCIGELE. sl E T4 A it RIRE. S—APRE
A R—ANRE (0w P, Ac_P, Exp-Q, Cf } A7, '€kl 2BRIL I E KR An bz
rif eyPARIE, (28 EAPRIZE AL P H MR E G BTIE, E R AP W7 R AL 23X A
REH, AR —/IFERAE, INRE A AT ECRTRZL LH#ATIFE. o
RAA, CRENRRRE, FHATARENIR., wRPREFXNRER X,



CHIRERE, FRRIPELERE 0w BO, 1d-0, Ac-FO, Ra, Re }AE4BRIZ4) T4
XK., wwEAH+R, PREFKSATLEEC={ Ow.Cr, Id-P, Ac_Cr, Exp-Cr}k3#4%
RAMIFEL R,

A FTAT WP IR P45 RN A IR F G, AREIRA IAREF RGPRIEH S
— R R AR Cr={0w_Cr, Id-P, Ac_Cr, Exp-Cr}. ¥ RFEb4E RZTIRIN TG E
KATRAF . ﬁu%b’tﬁ PARZZASM B 4 R, R X 3R 4930 5 R LA 37,
iR T gk 4B AT A BT RARAB B BT 69 e it R B 69 R B R,
3. 8. 2. 1hA

9) R 64 38 B A AT BAXZE AnPAX ZE 2 ) 6 Be . BAXIE i T Gt Ak A A T
AR A AL L. ATHREESRT O TR 695 & X B, 2%, 17
fEFaff k7 %, AR IR QAT mme) P AMGEf T LR FA G R, RER
BAEI o Fo AR E A — R B PRIZF R B R B P —APRIZARGIRER

RE Mg PRIZITAE, o RREF AR F MR A LEN L, APRELFRE
FoiP Al —AL IR KABRIZ IS R IR, 748 RIRJePAT T Lt X ey RG22k,
L5 ¥ RA FGPRIL ) 1 5 A4 4E, WPARIER A G- 46 45 B o b RIG 203
T FAATAE R E A G4E. Bk R R RIe L LR R AR T R T LS
P, Xk TE R PRI A R Y. z‘?’i%éﬁfﬁz’%&f —ﬁ/f(%ﬁiﬁﬁéﬁﬂBEﬁé’Jﬁ%&f X 3.
BRI 4G LE M 4o B W T, 325 Fanh) T XA RIRZ 0 6913 LR, 4R E 02T
PRAE 1) 2L A AR A 64 B 1) e iR e o 58 A A A 09 A AR e AR

B M dx T W/ RIRA 4B, — PRI R T —ARE, RERXRBHLE
e, Raf, PRIELSAEEAR FAGRERE L FILE T E S ML, &2, B
REFMRE R REFE T ABEREGREMEAB GBI E, FIAH T Lt

XA AT, R R A, REFBAEE LG PRIETRE L., — 2B PRI 61745,

BRIZ#E A E PG REH — A RAGLE R, o RATHAEMTH R, REGPRERS
K E) @ 4o, BRIZVIEXLPRILE LA R R R, WwRIEAFR, BRE#®LE
AT A EM T PRIBAR ZXANRE. W2, INREFKAAAH BRI FH
=7
3.8. 3 ik

IE 4o Al & AR 2| 69 R4E, ) CAPP £ Sesh 52 b i F) A2 % 15) 2R 64 AX 32 28 ax 19 AL
o, BAPRIZA A IR ZHIA G £40R A0+ R A%, PRI Ik 4470
B A ag AL, B, 6 EA IR AER R 69T FE



- 5 A AR IR SRR A 85

QAW RIMEIT 7 R PTE 6 4 B Ade i 438 69 4nindhid
- R )RR BT AR MR AT 8
- BB IR IR T R
- VT AR R )RR A ALE
CIP R B L R A IRIE B ARG L)

PRI L AL RIE AR 49 AL — AP @ A 3B 5. REW T A R
RVAB I R = Fo fif AR R e B PARIL 64 7 31 X 3R Fn iR kb
4. BRHFHE S

HANVEAFIBM ABE Toolkit4f A #F) CAPP & B ATHYIR3E, BVC+HEZ4E A
4144453 . #Windows 95 HEWindows NTF, ZALEEBIEAT.

AEIRE], WFCAPP A S ayPARIEARE A B = AP XA 69438 RIRkAniR, 42440
PR At R AR SR, BEMAT B M, RELindt—F e R T AFA: &

BR. B EBRFIBR, 2E TWHFEICAPPR % VAE, L8 Rin it AARATIKE T AR 4L 12
T, BAZ AR NENEZ, SEAGMMET G, B ERFHE LG IR T 68
RE) 6 8] I AnFals i, HLIS B i AL ) T4 2 a9HLES . BRI 69 So 1240 ) 7‘%
VA BB e R A K. F R R IZ R B ST, C8R ANARE “ERTR” .

“BREAR” , AR RIGERE Z I kA o — A RIG RN AR, “BRA+
R BN T ARATE A RO BRI, P RBR ARBAEFTR. FRBIR
RALGIXEZAN BT
5. ¥HFE3)

A 5 3] 3k R A BL AR E] CAPP & 46 49 BAT 45 1. 56 — AN F 5L A T —A
AL = suik i e B . EXAFF, BATTAF 2| —/> R4 69ik3t, PR CAPP
FARTA—AEE CRBROGN R Fdert RATENL Ef R B ELDRE, do
B SPra, —3AR a9 R~ 450X 40X 30 mm®
5. 1 [REEIRE

— 3 9B R < 450 X 40 X 30 mmeaN kL .

F@ml, f£E &= 0:0:0:90: 0: 0, 50:40, 50:40, 22: 0.04;

(S\



F&2, /2 E &2 0:50:0:0:90: 0, 40: 30,
";"]I 10+0.01 / Faces 40: 30, A£: 0.02:

t F@m3, AELK=Z: y30:0:0:y90:0: 0,
- 50:40, 50:40, »~%: 0.02;
Faced P ' — 3
| 3 F@4, {2 F & F: 0:0:0: 0:y90: 0, 40: 30,
B ) 40:30, A£: 0. 04;
i/ F@S, 2B LS 0:0:0:0: 0:90, 50: 30,
Facel - FaceZ .
e 50:30, ANZ: 0.03;
wow || I — &6, 45 F KT 0:0:40: 0: 0: y90, 50: 30,
sl s 50: 30, AZ0.03;
; AGE A1, FAREE: 0:20: 25 0:90: 90,
§ BN 20:30:15, 0:0:0, 2£0.02;
..ﬂ.| | 20s0.02 \\Sh:-lz iW@AEY, FFABALE: yS5:50:25:90:0: 90,
le—20 Facel 20:15:10, 0:0:0, 2%0.02;
5041004 - B30, @I L F : y15:10: 0: 90: 90: 0, 10: 40,
Fig. 6. Test component. 0: 0’/“\5: 0. 01;
5. 2. VIR RIRE S
- - SRR R - -
BAEA R BAERIE; CERAME; A2 9T AR 694045,
- = o= - -
| AL R0
- - SRR - -

WEAF RO, BRI, FIX0RAE;
B2 FHIBAR; @3 R, AR HIRAE; B2 ARERAE; AL, HIBRAE;

= = =RABRFR= ==

BAFA R, BRI, BAEARL L AT AR 6934,
- = o R= = -

AR R 1;
===FRE==-=

AARA R HRAIE, BAERRL 3L HEARAGHRAE,

BEZANGIFF, ARFIRT ZAPRE LA, BTG T PARIL dof
PR AR A R . BARIZIEILE] T DARIEAE 1L4F = suik ot 848, FFART “FFE 07 . 9
A 07 BAELOpRIE. KA RIE. OpRIFAR—MRE “E 00p” FAELBRIE,
BRI CAEL B AANRIE: CurrentKIZFAIAKIE, CurrentfKILHKRE] “F R 0

10
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Cutter” F= The “4&%E 0 0p” X&) R. MBERERHF “RE 0 0p” FER,
AR—AFR PR 0 ME” . XN RAEAAEL0p R, ILE) “+ R 0Cutter”
Ja, OpREMAERT ENFR, FTALER “RFRGAFR” £ “HFK 10p 7 2 “HF
R 00p” BebRE., “HR 10p” Fo “#R 00”7 FISRITALDIRE. BT,
OpRIEAL A R—ANRR TR R 0 B BERE, 22, MEKRERA
Bl “Z%&10p” , f& “®R1 B FHLL0pRE, IKF| XN RAeF Rk AIENR
eyt R g, OpREMART “HR1 ME” XAR—ANFGRMEN TR “HFR 3
Op ” . “WR 30p” F= “HR IMNE ~ ASRIGADKIE, PIAGMHE G &L,
BZIANGTFF, BT RBRTROGE, BRASEFTEOER, RIFEF REIRLT
DR, 4RI,
53 BIERTE

A, BNAE ARG T LR R ST = A 6y, ARG 2 18 R Ao i & 69—
L AR AL, 27 AL TERE. EXAETF, RAFIAZAPRE,
AB1, @AES L FE: 0:20:25:0:90: 90, 20:30:15,0:0:0, »~Z: 0.2;
AE2, W@AEGY L E: y5:50:25:90: 0:90,20: 15:10, 0:0: 0, 2£:0.2;
3L, @ILA94 E: y15:10:0:90:90: 0, 10:40, 0:0,~%:0.1;
S 4 BIEEEREGER

== =F@iE= ==

F19880718150407, Byifhn L, R EHIEEN T %%,
P l4rAE: BAEFXFFAE, F@RIFEMAL, M IAKREZELR
XH715:15.:1500. :7.5: 6000; tn#IA: K % 81 A A 47405 EIAL1: 3.0 0. 5: 600. : 30;
BLER . 71 ELARIEARS0. 1 40. FFHe4nE);
FmldFAE: BAEFTXGRAE, F@IHEAEL, o THRKLZGRKR
XH715:15.:1500. : 7.5: 6000; $n&lHL: K5G8 A A ARELA 0 EIALL: 3.2 0. 5: 600. : 30;
BLEA: 7] AR FEAS0. : 40. 4543,
sy AE: BAEFXFFAE, F@RAIFEMAFL, mMIMRAEZZELR
XH715:15.:1500. : 7.5: 6000; $n&lHL: K5G8 A A AFELA L0 ALL: 3.2 0. 5: 600. : 30;
BLEA: 7] AR FEAA0. : 30. FF4540%);
FmAsFAE: BRAEFXHRAAE, FPERIEEL, MIMNKREGESLR
XH715:15.:1500. : 7.5: 6000; $n&lHL: K5G8 A A AFELA 0 EIALL: 3.2 0. 5: 600. : 30;
BLEA: 7] AR FEAA0. : 30. FF454E);

11
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FEm SAFAE: BRAEFXFFAE, F@RSEMAL, MIMREAZELR
XH715:15.:1500. :7.5: 6000; 49| HL: K55 B0 A ARSI EIALL: 3.2 0. 5: 600. : 30;
BLEA: 71 BARFEAS0. 1 30, FF444pE);

FmSAFAE: BAEFTXGARAE, FESHEAEL, S IAKRLGEBKR
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Abstract:
A well designed computer-aided process planning (CAPP) system bridges the gap between
CAD and CAM. A number of systems have recently been developed relying on a stand-
alone expert system. However, because of over-complexity, many such systems cannot be
effectively applied to industrial enterprises in practice. Moreover, the modern computer
integrated manufacturing system(CIM)requires the CAPP system to be extendible and
flexible for practical industrial applications. It is hardly possible to develop the extensive
industrial CAPP system by using only one large expert system. To overcome these
weaknesses, a new cooperative agent model is presented for process planning in this paper
that satisfies five major requirements: Autonomy, Flexibility, Interoperability, Modularity
and Scalability. In accordance with this framework proposed, a machining cooperative
process planning system(Machining CoCAPP)is specifically developed for demonstration
purpose. The system modelling, agent structure design, cooperation and coordination
mechanism, and case study of the Machining CoCAPP are presented.
Keywords: CAPP; Cooperative agent; Modelling; CIM
1. Introduction

Process planning provides information to the shopfloor on how to produce the designed
products. It addresses each part of the product separately and collectively. It defines the
process, cost and production lead time under the constraints such as the designed geometry,
material, quantity, machine and tooling availability, labour capacity and suitability,
Corresponding author. etc. In the past, process plans were often generated by human
process planners who had plenty of manufacturing domain knowledge and worthy
experience.In the recent decades, computer technologies have stimulated the advance
toward computer- aided process planning(CAPP).

Generally, there are two CAPP approaches: variant and generative. The variant approach
is a data retrieval and editing method. Some standard or mature process plans are collected

based on the group technology and stored in a database. When a new part is required to be

18



i BT KA R A B A e 3

produced, a similar process plan is retrieved from the database and edited to adjust it to suit
the new part. The generative approach is a knowledge-based method which automatically
generates a process plan according to the part’s features and manufacturing requirements.

The success of the variant approach depends on the group technology, planner’s
experience and a sufficient collection of standard or mature process plans. This method is
especially suitable for companies with few product families and a large number of parts per
family. Most earlier CAPP tools can be categorized under the variant process planning
approachwlx. Typical examples are CAPP [2], MIPLAN[3], etc. The generative process
planning approach has attracted more attention in recent years. It offers a potential of
producing an optimal plan.Typical examples are APPAS [2] EXCAP [4], KRONOS [5],
XCUT [6], QTC(Quick turnaround cell)[2], PART [7], OOPPS (objectoriented process
planning system)[8], MePlans[9], COMPLAN Process Planner (CPP)[10], etc. Generative
process planning systems are mostly oriented towards the needs of large companies and
research organizations, especially those which have a number of products in small lot sizes.
However, there is still difficulty in developing a truly generative process planning system
which can meet industrial needs and provide an appropriate and compatible generic
framework, knowledge representation method, and inference mechanism.

Cooperative agent systems attempt to distribute activities to multiple specialized
problem solvers and to coordinate them to solve complex problems [11-14]. A cooperative
agent system consists of many individual agents with cooperation engines. Each agent
which has its own knowledge base and inference engine is responsible for a specific task. It
provides a cooperation interface to communicate with other agents in the cooperative envir
-onment. A different language and different knowledge representation may be employed
by each agent which may well be located in a different machine. Such a system organiza-
tion provides an integration environment of heterogeneous and scalable architecture
suitable to solving different problems.

2. Process planning problem

A machining process generally involves many machine tools, operations, fixtures, and
cutting tools. Its planning requires knowledge from diversified fields. Generally, a
machining process planning includes the following parts:

- feature recognition;
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~ machining operation selection;

~ machine selection;

~ cutting tool selection;

~ fixture selection and design;

- sequencing operation and cost estimate.

The feature recognition part identities manufacturing features from the product design
data. The machining operation selection part selects the relevant machining operation
according to the feature characteristics and the manufacturing environment. The required
machine equipment is selected for implementing the selected operations after considering
the nature of the parts and the machine processing capabilities such as the working volume,
accuracy, power, fixturing, and other functions. The fixture selection part chooses the
fixtures according to the part geometric shapes and dimensions as well as manufacturing
features. The main concerns of the cutting tool selection include the tool types, materials,
shapes, and tool dimensions.

3. The proposed method

From the technological viewpoint, CAPP is still a very complex and difficult problem.
Many research efforts have focused on CAPP system development, using different
methodologies and strategies. However, most systems are developed by using standalone
expert systems. Due to the complexity of CAPP, such a system structure is hardly able to
solve the problems normally found in the manufacturing industry.

A cooperative CAPP framework is proposed to reduce the limitation of currently
available CAPP systems. In particular, it highlights the requirements that a modern CAPP
system should meet in order to facilitate practical development: flexibility, modularity,
interoperability, autonomy, and scalability.
~ Autonomy means that the CAPP system is developed as independent system. Once
developed, it can readily be integrated into the CAD/CAM system. Each agent is also
treated as an independent and autonomous system.
~ Flexibility permits new technologies and new methods to be easily added into the CAPP
system.
~Interoperability permits multiple heterogeneous machines or approaches to work

smoothly together in solving problems.
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~ Modularity enables the CAPP to function as an integration of multiple subsystems.
~ Scalability offers the ability to scale the CAPP system architecture according to the
user’s transaction requirements.

The design of the CoCAPP framework is discussed with relation to a machining process
planning(Machining CoCAPP). Its structure, implementation, and its application case
study are detailed in this paper.

3.1. Overview of Machining CoCAPP

The overall structure of the Machining CoCAPP system in the integration environment
of CAD/CAPP/CAM is shown in Fig. 1. The following six process planning agents
(P-agents)are in general included in the implementation.

- feature recognition agent;

~ machining operation selection agent;

~ machine selection agent;

~ cutting tool selection agent;

~ fixture selection and design agent;

~ sequencing operation and cost estimate agent.

Each agent may run in a different computer connected to the internet. The B-agent
supplies the global state information of the problem and monitors the operational depend-
encies among all the individual P-agents. Once there is a problem, the B-agent will notify
all registered P-agents for actions. The results from the P-agents will be posted on the B-
agent. The B-agent maintains the consistency and integrity of the decision space within the
given constraints.The product design data are sent to the CoCAPP system through the D-
agent from the computer-aided design system. The CoCAPP system gets the production
constraints from the scheduling/ shopfloor system. The CoCAPP system generates the
process plans according to the product design data and production constraints. If no accept
-able results can be obtained, the CoCAPP system will feed the conflict information back
to the design department or other relevant departments. The feasible process plan alter-
natives will eventually be transmitted to the scheduling/shopfloor system for scheduling.
3.2. Agent infrastructure

The general structure of process planning agents(P-agent) is shown in Fig. 2. The agent

is composed of four parts: agent controller, inference engine, functional adapters, and
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application libraries. The configuration file is used to construct the agent. The rules and
facts form the application libraries. The agent controller, rule-based engine, internet
adapter, file adapter, keyboard adapter, information view adapter, and schedule adapter are
the commonly used components for all the P-agents. Other adapters are also shown in
Fig2.

The solver adapter is a very important adapter in the P-agents because it is used to
accomplish proposal generation, conflict resolution and proposal evaluation of the process
planning. In order to utilize the knowledge of each domain in the combination of produc-
tion rules and objects, the adapter is differently implemented for different agents. It must
be specifically designed to deal with the knowledge of object-oriented description.

The database adapter is used to store data useful to the B-agent and P-agents, such as
problem definitions proposals, conflicts, evaluations, solutions, etc.

Because KQML [17] is the most commonly used language for communication among
agent-based programs, particularly when they are autonomous and asynchronous, the Co-
CAPP system has chosen a KQML-based communication protocol as a communication
language used by each agent. The NetKQML adapter is used to communicate with the
B-agent According to the requirements of KQML transport, agents are connected by
unidirectional communication links that carry discrete messages. These links may have a
finite message transport delay associated with them. When an agent receives a message, it
knows from which incoming link the message has arrived; when an agent sends a message,
it directs it to the intended outgoing link. Messages to a single destination arrive in the
order they were sent; message delivery is reliable. The socket concept of Windows 95 is
used to implement the NetKQML adapter. The TCP/IP is a protocol for socket
communication transport w[18].

The information view adapter is used to display information on the monitor.

The time adapter is used to count time in the course of process planning.

The schedule adapter is responsible for scheduling events such as proposal generation,
proposal evaluation, and conflict resolution. When an incoming proposal from another
agent is detected, the adapter schedules an evaluation event. When a process planning
problem is detected, it then schedules a proposal generation event. Both kinds of events

will be assigned a priority at the same time of event generation. If a conflict resolution is
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required, then the adapter schedules a conflict resolution event and assigns it the highest
priority. Whenever a negotiation is required, the adapter immediately suspends other
events and fires a negotiation effector.

When a problem arrives, the P-agent first invokes the effector ‘WatchProblem’ to
examine the problem.Afterwards, it creates a ‘problem examined’event. At the same time,
it generates the facts of the problem. Responding to the ‘proposal generationtask’ event,
the effector ‘GenerateProposal’ generates a proposal and creates a proposal ‘Generated-
Event’. This event results in the facts of the proposal.

Responding to the task event created by the schedule adapter, when the task name is
‘proposal generation’, the incoming proposal is evaluated. The adapter checks if the adap-
ter has already generated an interacting proposal. If yes, it links the two proposals and
notifies the proposal originators of its intent to evaluate the new proposal. In this case, it
evaluates the already generated proposal. If the proposal adapter has not yet generated an
interacting proposal, the adapter searches the scheduled pending tasks for related genera-
ation tasks. It checks to see if it has already started working on a proposal or is planning to
start. If yes, it links the evaluation and generation tasks. In this case, it evaluates the
proposal with the triggering proposal generation. If the triggering proposal is acceptable, it
may not be necessary to generate a separate proposal or a proposal can be generated which
is tailored to integrate smoothly with the triggering proposal. If there are no current plans
to work on a related proposal, the evaluation task only evaluates the incoming proposal
according to agent knowledge. The P-agent which originated the triggering proposal is
then notified.

If a conflict is notified from another agent, the conflict resolution responds to this event
to resolve the conflict. After the adapter responds to the conflict event, it first judges the
conflict situation. Then it invokes the relevant strategy to resolve the conflict.

3.3. Knowledge representation

The CoCAPP system’s knowledge is about product representation and agent knowledge.
Each P-agent in the CoCAPP system has three types of knowledge: domain knowledge,
control knowledge, and conflict resolution knowledge. The B-agent has only control
knowledge. The part representation is about the problem description. It is commonly

shared by all agents within the CoCAPP system.
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3.4. Part representation

A part in the Machining CoCAPP system consists of two kinds of data. One kind is
about the constraints to the generating plan. Another kind is about its geometric
information. They are described as follows:

- CONSTRAINT (production time, cutting force, machining power);
~ PART (Name; Type; MaxSize; Material; InitSta-tus; HeatTreat; Features).

The Name is the identifier of a part. It must be unique. The Type is the keyword of the
part to show its outlook shape. The MaxSize gives the maximum envelope size of the part.
The Material is the material kind of the part. The InitStatus is the raw status of workpiece
with which the part can be fabricated. The HeatTreat is about the part heat-treatment
condition.The Features are a collection of all features. A feature is represented as follows:
- FEATURE (Name; Type; Location; FinalSize;InitSize; Hardness; Tolerances).

The Name is the identifier of a feature. It must be unique. The Type is the keyword of
the feature. The feature Location is about the original position and directional vector of the
feature. The feature size,including final size(FinalSize).and initial size(Init-Size), is the
dimensional value of the feature. The Hardness is about the feature’s hardness. The
Tolerances are about dimensional and geometric tolerances. A keyword is assigned to
tolerance to distinguish the tolerance content.

3.5. Domain knowledge

The domain knowledge of each P-agent is about the descriptions of its process planning
capabilities, and used to generate proposals, evaluate proposals, and resolve conflicts.
Different agents may have different formats for domain knowledge representations such as
databases, analytical algorithms, etc. The domain knowledge can be extracted from
manufacturing handbooks such as[19-21]. Each P-agent has a different domain knowledge
content.

For example, the operation selection agent is used to generate machining operation
alternatives for defined features of parts. For each given feature, there may exist more than
one possible operation. Some traditional machining methods such as forging, die casting,
drilling, turning, milling, boring, shaping, grinding, lapping, honing, and diamond boring,
etc.have been built into the domain knowledge base. Its content includes the relationship

between operations with parameters such as machinable feature, workpiece material,
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tolerances, preparatory operation, time calculation equation. The knowledge is represented
as facts in a semantic net as shown in Fig. 3. In the knowledge base, an operation fact is
stored in one node. All facts are stored in a list.

The proposal generation, proposal evaluation, and conflict resolution strategies are
embedded in the solver adapter of each P-agent.
3.6. Conflict resolution knowledge

The conflict resolution strategies include two categories: domain-dependent and
domain-independent.The domain-dependent strategies mainly involve how to suggest
further measures when one P-agent conflicts with the other P-agent’s proposals. Each
P-agent has its own suggestion strategies different from the other P-agent’s. It also includes
the explanation to the conflict resolution proposed. The domain-independent strategies are
more common and can be the same for all the P-agents. They are designed as a set of
conflict resolution facts with some basic guide-lines(conflict resolution rules)for deciding
which domain-dependent strategy to apply and altering the resolution strategy in order to
improve its understanding of the overall problem according to the other P-agent’s action of
conflict resolutions. The following strategies are used to resolve conflicts in the CoCAPP
system as domain-independent conflict resolution strategies [22]
~ Compromise: finding an immediate proposal that is within an acceptable range;
~ GenerateConstrainedAlternatives: generating new alternatives based on constraints that
are received from an inflexible agent or based on some other agent’s partial solution;
~ CasebasedParameterSetRetrieval: finding a previous solution that succeeded in resolving
a conflict involving a similar set of parameters.
3.7. Control knowledge

All the P-agents in the CoOCAPP system must be able to perform a set of tasks with the
same control knowledge:
~ generate new proposals;
~ evaluate proposals;
" negotiate;
- resolve conflicts.

The above tasks are scheduled before they are performed. Each task is scheduled as an

event. The P-agents first respond to an event, then perform the relevant tasks. The control

25



i BT KA R A B A e 3

knowledge of the P-agents is used to schedule tasks and to respond to events.

Each task is assigned a priority as an event. As previously discussed, the negotiation is
the highest priority task. The conflict resolution shares the second highest priority. The
proposal evaluation has the third highest priority. The proposal generation has the lowest
priority. The scheduled tasks are performed asynchronously. The event is responded to
according to the principle of ‘first come, first served’.

3.8. Planning strategy

The CoCAPP system solves the process planning problem, using coordination and
cooperation between the P-agents through a commonly shared language with the
expectation about how to reach agreements when conflicts occur. Therefore, the system is
designed to support cooperative problem solving by providing a communication and
conflict resolution structure and the protocol required for cooperative interaction.

3.8.1. Definition

According to Ref. [23], the problem, proposal, evaluation, and conflict are defined as
follows: Suppose that a problem is represented as P={Or,G,C, 1}, where Or denotes the
originator of the problem, G is the set of goals of process planning problem, C is the
constraints for this problem, and | contains the initial information such as part design data.
A proposal is in the form of Q={Ow_P, Ac_P, Exp_Q,Cf}, where Ow_P denotes the
owner of the proposal, Ac_P is a set of actions to solve the given process planning problem,
Exp_Q is the explanation to the proposal, and Cf is the confidence factor for the proposal.
An evaluation result can be represented by Ev = {Ow_Ev ,Id_Q, Ac_Ev,Ra, Re}, where
Ow_Ev denotes the owner of the evaluation, 1d_Q is the identity of the proposal Q, Ac_Ev
is the set of evaluation actions for the proposal, Ra is the set of ratings for each action, and
Re is the overall result for the proposal which is either disagreement or agreement. When
Re says disagreement, a conflict appears, expressed in the form Cr ={Ow_Cr, Id_P, Ac_Cr,
Exp_Cr}, where Ow_Cr denotes the owner of the conflict, 1d_P is the identity of the
related proposal, Ac_Cr is the set of conflict actions, and Exp_Cr is the explanation for the
conflict actions.

The problem solving is initiated by the D-agent accepting a problem and putting the
problem definition P={Or,G,C, I}into the problem area of the B-agent. All registered

P-agents are notified of the problem information. The interested P-agents will examine the
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problem definition and start producing planning proposals related to their expertise,
knowledge and viewpoints. When a P-agent generates a proposal Q={Ow_P, Ac P,
Exp_Q,Cf}, it is put into the proposal area of the B-agent. The proposal is posted to other
registered P-agents. A P-agent is not interrupted if it is already working on another
proposal, but immediately triggers an evaluation thread. This thread first determines
whether it is going to criticize the proposal. If not, it will go to sleep and wait for another
proposal to be asserted. If the P-agent is interested in the proposal, it then evaluates the
proposal and posts the evaluation result Ev={Ow_Ev, Id_Q, Ac_Ev,Ra, Re}into the
evaluation area of the B-agent. If there is a conflict, the result Cr={Ow_Cr, Id_P, Ac_Cr,
Exp_Cr}will be examined in order to obtain the final evaluation result.

After all the interested P-agents finish evaluating the newly asserted proposal, those
P-agents which identify the proposal under consideration as conflict work together to
resolve the conflict Cr={Ow_Cr, Id_P, Ac_Cr, Exp_Cr}. The result of the conflict
resolution is either a revision or an abandonment of the proposal scheme. When none of
the interested P-agents detect any conflict related to the proposal, the partial planning
template residing in the solution area is updated. The planning process continues until the
planning template meets the requirements, including planning goals and constraints.

3.8.2. Coordination

The cooperative problem solving is carried out among the B-agent and P-agents. The
B-agent is responsible for storing and announcing the public information involved in each
process planning problem. It is partitioned into four areas for four distinct groups of
information: problem, proposal, evaluation and solution. The problem area contains the
initial problem definition and the overall requirements of the process planning problem.
The proposal area stores partial and complete proposals at several layers of abstraction
issued by the P-agents. A proposal from a P-agent might be evaluated by other P-agents.If
there is any inaccurate or incomplete process in the proposal, other P-agents can put their
critiques related with the proposal to the evaluation area of the B-agent. The evaluation
area stores the conflicts that occur during the process planning, and provides a means of
communication among the P-agents who are involved in the conflict. The evaluation
results and conflict resolution recommendations issued by the P-agents are also recorded in

the evaluation area. The solution area includes the evolving process planning template to
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which non-conflicting process commitments produced by the P-agents are added. The final
solution is recorded into the solution area of the B-agent. The organization of the B-agent
Is shown in Fig. 4. The inference engine provides the control of information flow among
the four areas. The knowledge base contains the event scheduling knowledge for
cooperative problem solving and the justifications of the solutions to the problems.

The B-agent monitors the data of the four areas. Once a proposal is received from a
P-agent, it will be placed in the proposal area. At the same time, the P-agent will check if
the number of proposals for the same problem is greater than a fixed value. If yes, the
B-agent will choose the best proposal from the proposal list in the proposal area as a
possible solution. The process planning for the problem will be terminated. If not, the
proposal will be posted to other registered P-agents for their review. Once an evaluation is
received from a P-agent, the B-agent will check if the evaluation has a conflict result.
Ifthere is any conflict, the owner of the proposal will be notified. The B-agent will
coordinate these P-agents having conflict to settle by negotiation. If there is no conflict, the
B-agent will check if all the registered P-agents have agreed with the proposal. If yes, the
proposal will be evolved into a solution to the problem.

3.8.3. Cooperation

As mentioned previously, the CoCAPP system environment is organized as a
community of cooperative problem-solving agents, where each P-agent is a relatively
independent and autonomous knowledge-based expert system. The P-agent solves
problems in its limited domain independently. Therefore, it should have the capabilities to
act as a member of a community. These capabilities include:
~ ashared communication language with other agents;
~internal knowledge representations which capture sufficient goal and history information

to allow for solution revision to be carried out cooperatively;
~ provisions for sharing information in a timely manner for problem-solving;
~ mechanisms for incorporating externally produced partial solutions;
~ mechanisms for negotiation to settle conflicts;
~ the ability to coordinate an internal agenda with external events.

Each P-agent communicates with other agents by using a common shared language. The

proposal generation and evaluation, solution, and conflict generation and resolution are
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produced according to the internal domain knowledge of the P-agent.
4. Software implementation

The IBM ABE Toolkit [24] is chosen as the development environment of the CoCAPP
system. The Visual C++ language is chosen as the implementation language. The system
can run in the platform of Windows 95 or Windows NT.

As mentioned, each P-agent in the CoCAPP system makes use of three types of
knowledge: domain knowledge, control knowledge, and conflict resolution knowledge. In
order to enhance the flexibility and scalability, the domain knowledge is further classified
into universal-level, shop-level, and machine-level knowledge. The universal-level
knowledge is applicable to any status without considering individual companies and is
established when the CoCAPP system is in development and is often fixed after the system
has been constructed. The shop-level and machine-level knowledge can be added and
modified by individual companies when the system is scaled. The machine-level
knowledge is only applicable to a specific machine. The knowledge of each agent is
implemented as a database or file.

The conflict resolution handler is shown in Fig. 5. It consists of two effectors:
‘WatchConflict” and ‘ResolveConflict’, as well as one conflict resolution facts file and one
conflict resolution rules file. The “WatchConflict’ is used to map out the conflict problem
space and conflict situation. The ‘Resolve-Conflict’ is used to resolve conflicts. The
conflict resolution strategies are implemented in this effector.

5. Case study

The case study is used to illustrate the characteristics of the Machining CoCAPP system.
The first example demonstrates the feedback due to an unreasonable product design. In this
example, as an unreasonable part design is provided, the CoCAPP system generates an
‘unresolved conflict’ output and reports to the D-agent the locations and causes of the
conflict. The part is shown in Fig. 6, a bar with an envelope size of 50>40>30 mm?,

5.1. Initial Part Design Data
timeless: 7200;

PartOne;

Rectangular;

50:40:30;
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MildSteel;
Bar;

Facel,FlatFace, 0:0:0:90:0:0, 50:40, 50:40, DimTol:0.04;
Face2,FlatFace, 0:50:0:0:90:0, 40:30, 40:30, DimTol:0.02;
Face3,FlatFace, y30:0:0:y90:0:0, 50:40, 50:40, DimTol:0.02;
Face4,FlatFace, 0:0:0:0:y90:0, 40:30, 40:30,DimTol:0.04;
Face5,FlatFace, 0:0:0:0:0:90, 50:30, 50:30, DimTol:0.03;

| 10s001 Sluil

R
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40:0.03
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Fig. &. Test component.

Op-agent;

ProposalCOp;
Slot2:operation::,notavailable;
Slot2:operation::,notavailable

=AND CONFLICT===

ConflictOCutter
===CONFLICT IS===
ConflictOCutter;
Cutter-agent;

Face6,FlatFace, 0:0:40:0:0:y90, 50:30,
50:30,DimTol:0.03;

Slot1,ThroughSqgSlot, 0:20:25:0:90:90,
20:30:15,0:0:0, DimTol:0.02;

Slot2, ThroughSgSlot,
y5:50:25:90:0:90,20:15:10, 0:0:0,
DimTol:0.02;

Hole, ThroughHole,y15:10:0:90:90:0, 10:40,
0:0,DimTol:0.01;

5.2. Planning result based on initial design
data

= ==UNRESOLVED CONFLICT===
Conflict1Op;
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Proposal100p;
Face2:operation:Broaching:,notsupportforop;
Face3:operation:Broaching:,notsupportforop;
Slot1:operation:Broaching:,notsupportforop;
Slot2:operation:FFGrinding:,notsupportforop;
Slot2:operation:Broaching:,notsupportforop
=UNRESOLVED CONFLICT===
Conflict30p;

Op-agent;

Resolution1Op;
Hole:operation::,notavailable
=AND CONFLICT= =
ConflictlMachine
=CONFLICT IS===
ConflictlMachine;

Machine-agent;
Resolution10p;
Hole:operation:RHoning:,notsupportforop

In this example, only three P-agents are involved for purpose of simpler illustration, and
cooperative process planning revealing unresolved conflicts among the P-agents is
demonstrated. The B-agent receives the product design data from the D-agent and forms a
problem ‘Problem0O’. The ‘Problem(’ is sent to the Op-agent, Cutter-agent, and
Machine-agent for them to generate proposals. The Op-agent generates a proposal
‘Proposal0Op’ and sends this proposal to the B-agent. The B-agent posts this proposal to
the other two P-agents: Cutter-agent and Machine-agent. The Cutter-agent finds a conflict
‘ConflictOCutter’ with ‘Proposal0Op’. The Machine-agent also disagrees with
‘Proposal0Op’ and finds a conflict ‘ConflictOMachine’. Both conflicts are posted to the
Op-agent. After reviewing ‘ConflictOCutter’, the Op-agent finds that it cannot resolve this
conflict, and generates an ‘unresolved conflict’” reply ‘ConflictlOp’ to
‘ConflictOCutter’.Both conflicts ‘ConflictOCutter’ and ‘ConflictOOp’ are fed back to the

D-agent. At the same time, the Op-agent generates a resolution ‘Resolution1Op’ in reply to
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‘ConflictOMachine’. But the Machine-agent cannot agree with the resolution
‘Resolution1Op’, and a conflict reply ‘Conflict]lMachine’ is posted to the Op-agent. After
reviewing this conflict and former conflict from the Machine-agent, the Op-agent cannot
resolve the conflict ‘ConflictlMachine’ and generates an unresolved conflict
‘Conflict30p’. Both conflict ‘conflict30p’ and ‘ConflictlMachine’ are fed back to the
D-agent. The problem solving activity is terminated. In this example, due to the unresolved
conflict existing, no plan is obtained. Only the unresolved conflicts are fed back to the
D-agent. The results are summarized in Table 1.
5.3. Modified data

A different design is next used to demonstrate a successful planning process output. The
part design has the same dimensional size as the previous example, but has different
dimensional tolerance for the feature ‘Slotl,Slot2’ and Hole. Again three P-agents are
involved in this example
Slot1,ThroughSgSlot, 0:20:25:0:90:90, 20:30:15,0:0:0, DimTol:0.2;
Slot2, ThroughSgSlot, y5:50:25:90:0:90,20:15:10, 0:0:0, DimTol:0.2;
Hole, ThroughHole,y15:10:0:90:90:0, 10:40, 0:0,DimTol:0.1;
5.4. Planning result based on modified data
===PLAN IS===
Plan19980718150407;
Machining;
CoCAPP;
PartOne;
feature:Facel,operation:FFMilling:FacelOp2:::,machine:VMillingMachine: XH715:15.:15
00.:7.5:6000.,cutter: MFEndMill:MillingCutter5al:3.:0.5:600.:30.,explanation:Cutter
-agent:cuttingto:50.:40.;
feature:Facel,operation:RFMilling:FacelOpl:::,machine:VMillingMachine: XH715:15.:15
00.:7.5:6000.,cutter: MFEndMill:MillingCutter5al:3.:0.5:600.:30.,explanation:Cutter
-agent:cuttingto:50.:40.;
feature:Face4,operation:FFMilling:Face4Op2:::,;machine:VVMillingMachine: XH715:15.:15
00.:7.5:6000.,cutter: MFEndMill:MillingCutter5al:3.:0.5:600.:30.,explanation:Cutter
-agent:cuttingto:40.:30.;
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feature:Face4,operation:RFMilling:Face4Op1:::,machine:VMillingMachine: XH715:15.:15
00.:7.5:6000.,cutter:MFEndMill:MillingCutter5al:3.:0.5:600.:30.,explanation:Cutter
-agent:cuttingto:40.:30.;
feature:Face5,operation:FFMilling:Face50p2:::,machine:VMillingMachine: XH715:15.:15
00.:7.5:6000.,cutter:MFEndMill:MillingCutter5al:3.:0.5:600.:30.,explanation:Cutter
-agent:cuttingto:50.:30.;
feature:Face5,operation:RFMilling:Face50p1:::,machine:VMillingMachine: XH715:15.:15
00.:7.5:6000.,cutter:MFEndMill:MillingCutter5al:3.:0.5:600.:30.,explanation: Cutter
-agent:cuttingto:50.:30.;
feature:Face6,operation:FFMilling:Face60p2:::,machine:VMillingMachine:XH715:15.:15
00.:7.5:6000.,cutter:MFEndMill:MillingCutter5al:3.:0.5:600.:30.,explanation:Cutter
-agent:cuttingto:50.:30.;
feature:Face6,operation:RFMilling:Face60p1:::,machine:VVMillingMachine: XH715:15.:15
00.:7.5:6000.,cutter:MFEndMill:MillingCutter5al:3.:0.5:600.:30.,explanation:Cutter
-agent:cuttingto:50.:30.;
feature:Slot1,operation:RFMilling:Slot1Opl:::;;machine:VVMillingMachine: XH715:15.:150
0.:7.5:6000.,cutter: MFEndMill:MillingCutter5a2:5.:0.5:550.:30.,explanation: Cutter-agent:
cuttingto:20.:30.:15.;
feature:Slot2,operation:RFMilling:Slot20p1:::,machine:VVMillingMachine: XH715:15.:150
0.:7.5:6000.,cutter: MFEndMill:MillingCutter5a2:5.:0.5:550.:30.,explanation: Cutter
-agent:cuttingto:20.:15.:10.;
feature:Hole,operation:RReaming:HoleOp2:::,machine:DrillPress:ZA5032:45.:2000.:2.2:9
800.,cutter:ChunkingReamer:Reamerl1a3:10.:0.25:100.:,explanation:Cutter-agent:cuttingto:
10.:40.;
feature:Hole,operation:Drilling:HoleOp1:::,machine:DrillPress:ZA5032:45.:2000.:2.2:980
0., .cutter:TwistDrillTS :Drill1a10:10.:0.2:500.:,explanation:Cutter-agent:cuttingto:9.9:40
feature:Face2,operation:FFGrinding:Face20p4:::,machine:FlatGrinder:M7120A:3000.:300
0.:4.225:9999.,cutter:FGrindingWheel:GrindingWheel11a1:15.:2.5e-002:6000.:2.e-003,ex
planation:Cutteragent:cuttingto:40.:30.;
feature:Face2,operation:RFGrinding:Face20p3:::,machine:FlatGrinder:M7120A :3000.:30
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00.:4.225:9999.,cutter:FGrindingWheel:GrindingWheel1a1:15.:2.5e-002:6000.:2.e-003,ex
planation:Cutteragent:cuttingto:40.:30.;
feature:Face2,operation:FEMilling:Face20p2:::,machine:VMillingMachine:XH715:15.:15
00.:7.5:600.,cutter:MFEndMill:MillingCutter5al:3.:0.5:600.:30.,explanation:Cutter
-agent:cuttingto:40.:30.;
feature:Face2,operation:REMilling:Face20p1:::,;machine:VMillingMachine:XH715:15.:15
00.:7.5:6000.,cutter: MFEndMill:MillingCutter5al:3.:0.5:600.:30.,explanation:Cutter
-agent:cuttingto:40.:30.;
feature:Face3,operation:FFGrinding:Face30p4:::,machine:FlatGrinder:M7120A :3000.:30
00.:4.225:9999.,cutter:FGrindingWheel:GrindingWheel1al1:15.:2.5e-002:6000.:2.e-003,ex
planation:Cutteragent:cuttingto:50.:40.;
feature:Face3,operation:RFGrinding:Face30p3:::,machine:FlatGrinder:M7120A :3000.:30
00.:4.225:9999.,cutter:FGrindingWheel:GrindingWheel1al1:15.:2.5e-002:6000.:2.e-003,ex
planation:Cutteragent:cuttingto:50.:40.;
feature:Face3,operation:FEMilling:Face30p2:::,machine:VVMillingMachine:XH715:15.:15
00.:7.5:6000.,cutter:MFEndMill:MillingCutter5al:3.:0.5:600.:30.,explanation:Cutter-agent
:cuttingto:50.:40.;
feature:Face3,operation:REMilling:Face30p1l:::,machine:VMillingMachine:XH715:15.:50
0.:7.5:6000.,cutter:MFEndMill:MillingCutter5al:3.:0.5:600.:30.,explanation: Cutter-agent:
cuttingto:50.:40.

The B-agent receives the product design data from the D-agent and forms a problem
ProblemO. The ProblemO is sent to the Op-agent, Cutter-agent, and Machine-agent for
them to generate proposals. The Op-agent generates a proposal Proposal0Op and sends this
proposal to the B-agent. The B-agent posts this proposal to the other two P-agents:
Cutter-agent and Machine-agent. The Machine-agent agrees with ProposalOOp. The
Cutter-agent finds a conflict ConflictOCutter with Proposal0Op. The Op-agent is informed
of the conflict ConflictOCutter. After reviewing ConflictOCutter, a resolution
Resolution0Op is generated in reply to ConflictOCutter. Resolution0Op is posted to the
Cutter-agent. This time the Cutter-agent agrees with the resolution. After the Op-agent
receives resolution agreement to ResolutionOOp, it starts forming a new proposal

Proposal1Op based on the resolution results. ProposallOp is posted to the other P-agents
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for their evaluation. After the Machine- agent and Cutter-agent add their views to the
problem solving, finally, all three P-agents agree with the proposal Proposal2Machine. The
B-agent examines Proposal2Machine and finds that all the P-agents have agreed with
Proposal2Machine. The B-agent starts composing a solution to Problem0O. A solution
Plan19980718150407 is sent to the D-agent. The B-agent also sends the message Complete
to all the P-agents to inform them of the end of the problem solving stage. The evolution
from a proposal to the solution is shown in Table 2.

It is shown that the cooperative process planning is carried out among the P-agents.
Once a problem definition arrives in the CoCAPP system, the B-agent immediately posts it
to all the registered P-agents. When a P-agent generates a proposal to the problem, it will
immediately post it to the B-agent. The B-agent informs the other P-agents of the proposal
after it examines the proposal. An interested P-agent will evaluate the proposal and give an
evaluation result: either agreement, conflict, or agreement and with an added new proposal.
The proposal owner will try to resolve the conflict. The presented problem is either
resolved, or unresolved. The unresolved conflict will be fed back to the D-agent. If the
conflict is resolved and the method of resolution is agreed, a new proposal will be
proposed based on the resolution result. If the resolution method is still not agreed by the
conflict owner, both P-agents involved will trigger a negotiation program to handle this
conflict. If a proposal is agreed by all the P-agents, the B-agent will form a solution based
on this proposal. Once a solution is generated, the B-agent will inform the P-agents to end
the process planning. Any new scheduling task will be terminated. The solution to a
problem is generated in a cooperative way. No one P-agent can generate a full solution.
Each P-agent can only contribute a partial solution. During negotiation, only the conflict
owner and proposal owner involved are invited to carry out the conflict resolution or
evaluation. This reduces the difficulty of problem solving. From the two examples given, it
is seen that the Machining CoCAPP system can successfully deal with the process
planning problem. The designed system is able to meet the proposed five requirements:
Autonomy, Flexibility, Interoperability, Modularity, and Scalability.

6. Conclusion
The cooperative agent model for CAPP was introduced in this paper. The model makes

use of intelligent agents and tries to satisfy five major requirements simultaneously:
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Autonomy, Flexibility, Interoperability, Modularity, and Scalability. An experimental
Machining CoCAPP system has been developed by using the proposed model. The
developed CoCAPP system is different from other CAPP systems available; it utilizes
cooperative and coordination mechanisms built into distributed agents with their own
expert systems. Each agent in this system deals with a relatively independent domain of
process planning. This is in sharp contrast to other CAPP systems utilizing a single
standalone expert system to perform the entire process planning. The system is hence
flexible and upgradable. This feature is especially useful as the change of process planning
methods or revision due to technology advances is increasingly more common and
frequent.

In the paper, a typical mechanical component is considered to test the performance of
the Machining CoCAPP system. The experimental results show that the system can
effectively deal with the process planning problems. It can generate process plans
according to the product design data and available manufacturing resources. The system
has met the proposed design requirements. In particular, the Co-CAPP system has the
following characteristics.
~ Its P-agents can be added and deleted at any time without affecting system operation, and
can be individually updated without affecting the others, thus reflecting thmodularity and
flexibility features embodied in the system.
~ Each P-agent only generates a partial solution related to its knowledge; therefore, a
complex problem can be decomposed into many simpler sub-problems on a modular basis.
~ The whole solution to a problem is obtained by integrating each P-agent’s proposal
together with other proposals.
~ Each P-agent can be an individually developed expert system or an analytical program
with cooperation knowledge included according to demand. This autonomous feature
greatly simplifies the implementation of the CAPP system.

This paper presents the method to model the process planning agent[P-agent]by using
intelligent agent technology. According to this model, each agent is interoperable and not
confined to any machine platform. The model for conflict resolution strategy is developed
to suit the CoCAPP system. In addition, the process-planning knowledge base is divided

into multiple knowledge bases which are independently established. This has greatly
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reduced the search space of each inference engine. Based on the proposed CoCAPP system,
the optimization of process plans would be feasible and easier to obtain. The experimental
results have shown that the Co-CAPP framework can be easily integrated into the
concurrent engineering environment to implement integrated product design; it can deal
with unreasonable part designs. The proposed CoCAPP framework opens up a new
approach to the CAPP development. It provides an open framework. It is very suitable for
distributed CAPP system development. Further investigations should focus on the
improvement and extension of the system. Currently, the experimental

Machining CoCAPP system only includes three P-agents. Other P-agents such as feature

recognition, etc. may be added to the system in the work of future development.
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