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Abstract: This paper presents an iterative statistical approach to evaluating seismic structural safety using incomplete appraisal data. Despite
the continuous improvement to traditional structural assessment procedures and the recent progress in structural health monitoring method-
ologies, practically acquired structural appraisal data may often be incomplete. The occurrence of the appraisal data missingness could be
ascribed to the malfunction of data acquisition systems, the abnormality during data transfer, and the inaccessibility of critical quantities,
among other reasons. The study begins with a quantitative investigation into the sensitivity of the seismic fragility evaluation with respect to
the structural appraisal data missingness through the defined additional information loss and probability of noninformativeness. Sub-
sequently, a remedy for the missingness of the structural appraisal data, instead of a precaution against it, is formulated by employing
the expectation-maximization (EM) algorithm. With synthetic or real seismic ground accelerations involved, the efficacy of the EM algorithm
embedded remedy is demonstrated by examples of typical linear or nonlinear hysteretic systems in the framework of statistical hypothesis
testing. Resorting to the bootstrap technique, the influence of the related correlations and missingness probability is also examined. DOI: 10
.1061/(ASCE)ST.1943-541X.0000804. © 2013 American Society of Civil Engineers.
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Introduction

Seismic activities have long been identified as one of the major
natural hazards against which civil structures need to be designed.
Among various measures of the safety performance of a structure
pertaining to seismic activities, the fragility is to quantify the
likelihood that a predefined event occurs. This event is typically
undesirable and can usually be formally described as such:
Corresponding to a given intensity of seismic ground motions,
the response of interest of the structure goes beyond a prescribed
bound. Practically, there exist scores of options for the response of
interest in accordance with the vast variety in engineering struc-
tures. As a purpose-related issue, the final choice is contingent
upon the structure being investigated and the specific structural
aspects with which a study is concerned. For instance, for a given
multistory reinforced concrete frame, the bending moments at the
beam-column joints and the story drifts can respectively serve as
the response of interest when its load-carrying capacity and
deformation performance are of primary concern. Examples of
the response of interest in the literature include displacement
(Sasani and Der Kiureghian 2001; Kafali and Grigoriu 2007), drift
(Kim and Shinozuka 2004; Lupoi et al. 2006; Choe et al. 2008;
Park et al. 2009; Celik and Ellingwood 2010), stress resultants
(Lupoi et al. 2006; Casciati et al. 2008; Choe et al. 2008), and

curvature (Lupoi et al. 2006), along with other derived quantities
(Oller and Barbat 2006) and combinations of multiple quantities
(Cimellaro et al. 2009; Cimellaro and Reinhorn 2011).

Once the response of interest has been selected, it is also indis-
pensable to gather enough information to evaluate its value. The
information required comprises the structural condition, loading
configurations, modeling considerations, etc. Of particular interest
is the structural condition. For structures to be constructed or
recently constructed, it may be obtained from relevant regulatory
guidelines on structural design, such as the code requirements
for concrete buildings [American Concrete Institute (ACI) 2011;
British Standards Institution (BSI) 2004; Standards Australia 2009]
and steel structures (American Institute of Steel Construction
(AISC) 2010; BSI 2005; Standards Australia 1998]. Quality control
procedures could also shed some light on the condition of a newly
constructed structure. When ready mixed concrete or precast/
prefabricated structural components and subassemblies are in-
volved, it is often the case that standard quality control practice,
e.g., as per ASTM E122 (ASTM 2009), and various in-house
quality control measures may provide some information useful
for the evaluation of the structural condition.

By contrast, if the condition of a structure having been in service
for a considerable amount of time needs to be assessed, those data
directly from the aforementioned structural design requirements
and quality control procedures may not be accurate enough for sub-
sequent fragility analysis as they generally do not allow for possible
damage or deterioration to which the structure may have been
subjected. Thus structural appraisal techniques with the capability
of inferring the up-to-date condition of the structure come into play.
ASTM C805/C805M (ASTM 2008) and BS EN 13791 (BSI 2007)
are among the standards that direct the industry practice in this
regard. Diverse structural appraisal techniques are often applied
simultaneously for improved accuracy. Sullivan (1991) evaluated
the in situ strengths of the concrete in an office building using
nondestructive tests and core extraction. Hassan et al. (1995)
investigated the modulus of elasticity of concrete in in-service
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bridges obtained by ultrasonic measurements and extracted cores,
and compared the results with those from load tests. A series of
nondestructive assessment methods was employed by Pascale
et al. (2003) to study the properties of high-strength concrete. It is
also noted that statistical techniques are frequently invoked in a
structural-appraisal scenario to account for the uncertainty in-
volved. Leshchinsky (1992) reviewed several statistical criteria
relevant to the nondestructive assessment of concrete strength.
Geyskens et al. (1998) proposed a Bayesian approach to relate the
modulus of elasticity of concrete to the corresponding compressive
strength. Maes (2002) formulated an updating scheme in the
empirical Bayes framework to assess the reliability of a structure
subject to demanding environmental conditions. Recently, a multi-
disciplinary research field, structural health monitoring (SHM), has
been growing very fast (Chang 2011). SHM aims to detect the pres-
ence of damage in a structure, pinpoint the damage, quantify its
extent, and prognosticate its potential development as well as its
influence on the service life of the structure. The advances in
SHM have been complementing conventional structural appraisal
techniques, giving rise to enhanced capability for the acquisition of
the data on the current condition of in-service structures.

With continuing research effort put into the area of structural
appraisal and health monitoring, there is no doubt that more and
more strategies will be constructed to further the state of the art
of obtaining the latest data on the condition of the structure being
investigated. An accompanying issue arises that: in practical
situations the structural appraisal data collected can be incomplete.
The missingness of the structural appraisal data occurs when the
data acquisition system does not function as it has been originally
designed. Nowadays it is not uncommon that a data acquisition sys-
tem consists of numerous sensors, and such factors as installation
errors, mechanical actions, electrical surges, and power outage in
any of them may lead to the data missingness to some extent. For
the sensors embedded into a structure and expected to work con-
stantly during the service life of the structure, problems pertaining
to the lifetimes of the sensors and the maintenance and replacement
plans could result in the data missingness as well. Another potential
source that the appraisal data missingness can be ascribed to is the
reliability, robustness, and working environment of the data transfer
mechanism employed. High levels of undesirable noise, interfer-
ence, and distortion may considerably affect the amount of the use-
ful information that can be extracted from the signals. The appraisal
data missingness happens if the disturbance cannot be allowed for
by the data transfer mechanism. More specifically, this includes the
occasions when the disturbance is of such a kind that the data
transfer mechanism has not been designed and prepared to resist
its influence, or when some redundancy does exist in the data trans-
fer mechanism but is unfortunately not enough to compensate for
the detrimental effect of the disturbance. Besides, the missingness of
the structural appraisal data could also be attributed to the fact that the
quantities critical to the performance of a civil structure are not al-
ways readily convenient to be directly observed or measured. For
example, in a typical frame building the nonstructural elements such
as ceilings and finishes may prevent the frame joints from direct
measurement access, and thus the relevant appraisal data can be miss-
ing. Upon identifying representative scenarios in which the structural
appraisal data may become incomplete, appropriate measures that
can be taken in these scenarios need to be sorted out. Effort has rea-
sonably been focused on coming up with comprehensive precautions
against the missingness of the appraisal data, as exhibited by the
rapid progress of a large number of structural appraisal and health
monitoring techniques. However, the other side of the coin is that
the likelihood of the occurrence of the appraisal data missingness
is still far from negligible. If a data missingness event does occur,

the consequence is that the structural appraisal data turn out to be
incomplete. Note that even when the probability of the data missing-
ness event is small, the missingness probability associated with an
individual appraisal data point can nevertheless be fairly high if
the event occurs. Therefore, it would be interesting and worthwhile
to formulate some remedies, in contrast to precautions, for the
structural appraisal data missingness and examine their effectiveness
in seismic safety performance evaluation.

In the next section, a pilot study is presented in which the
sensitivity of the seismic fragility evaluation with respect to
the missingness of structural appraisal data is demonstrated.
Subsequently, an iterative statistical algorithm is employed to
formulate an efficacious approach to deal with incomplete
structural appraisal data with application to both linear systems
and nonlinear hysteretic systems. The influence of some param-
eters involved is also discussed.

Sensitivity of the Seismic Fragility Evaluation to the
Appraisal Data Missingness: A Pilot Study

Despite the relatively large number of extensively studied data
missingness cases in other areas such as life sciences, clinical re-
search, etc., to the authors’ knowledge, few results on the seismic
safety performance of civil structures are available. Accordingly, it
becomes helpful to illustrate by some straightforward examples the
structural appraisal data missingness and its effect on the fragility
evaluation. More details along this line can be found in Wang
et al. (2011).

Consider, for instance, a three-story shear frame modeled as a
three-degree-of-freedom (DOF) linear dynamic system. Suppose
that the story stiffness has a trivariate normal distribution. Practi-
cally, the parameters in this probability distribution, i.e., the mean
vector and the covariance matrix, can be estimated from pertinent
structural appraisal data, which may be incomplete. Throughout the
study presented in this paper, the missing-completely-at-random
(MCAR) assumption (Heitjan and Basu 1996) is used to model
the incomplete structural appraisal data. MCAR refers to the situa-
tion in which the conditional probability of an observed missing-
ness pattern given the observed and missing data equals the
probability of the observed missingness pattern. That is, it essen-
tially assumes that the observed missingness pattern is statistically
independent of the observed and missing data. Letting the mean
and the coefficient of variation of each of the three random vari-
ables for the story stiffness be 1.5 × 104 kN=m and 0.3 respec-
tively, and assuming that the correlation between any two of the
three random variables is 0.5, Fig. 1 illustrates the corresponding
complete and incomplete structural appraisal data with a sample
size m of 15. Notice that the missing data are indicated by blanks.
As one can see in Fig. 1(b) where the appraisal data for each story
are subjected to a missingness probability p of 0.3, a total of six,
five, and five data points are missing for the first, second, and third
stories, respectively.

To estimate the mean vector, the incomplete appraisal data can
be treated as three individual univariate samples. For the estimation
of the covariance matrix, two immediate options exist, i.e., pairwise
manner and listwise manner. In the pairwise manner, the covariance
between two random variables is estimated based on the missing-
ness pattern exhibited by the realizations of these two random
variables only. The ostensible advantage of the pairwise manner
is that it appears to make the best of the situation of the data
missingness, while when the bigger picture of estimating the full
covariance matrix for the story stiffness is considered, it turns out
to be dubious as the full covariance matrix thus obtained may not
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always be positive semidefinite. Instead, the listwise manner can
be used where only the observed units without any missing data
[i.e., the five shaded units in Fig. 1(b)] are employed to estimate
the covariance matrix. Obviously, the listwise manner imposes a
second round of information loss on top of the data missingness
having occurred. For the incomplete appraisal data illustrated in
Fig. 1(b), besides the 16 missing data points, 14 observed data
points do not essentially contribute to the covariance matrix
estimation if the listwise manner is applied. This corresponds
to a 48.3% additional information loss. Here the additional
information loss is quantified by the percentage of the number
of noncontributory observed data points with respect to the total
number of observed data points. More generally, Fig. 2(a) plots
the average additional information loss for different values of the
missingness probability p and the number of stories. It is apparent
that on average a considerable portion of the observed data points
is noncontributory when the number of stories is large. Another
concern is that the probability of the event that each observed unit
contains at least one missing data point, which is defined as the

probability of noninformativeness, becomes higher and higher if
either the missingness probability or the number of stories
increases. Several examples of the probability of noninformative-
ness corresponding to selected values of the sample sizem and the
missingness probability p are presented in Fig. 2(b). For those
cases with notably high probabilities of noninformativeness,
very often the listwise estimation procedures cannot even be
implemented, not to mention the level of accuracy achieved. With
some examples of the seismic fragility evaluation in the listwise
manner documented by Wang et al. (2011), exploring alternative
procedures to cope with the incomplete appraisal data would be
preferable.

Fragility Evaluation of Linear Systems with
Incomplete Appraisal Data

The fragilities of typical linear systems under the circumstances of
the appraisal data missingness are dealt with in this section.

Fig. 1. An illustration of the structural appraisal data missingness: (a) complete appraisal data; and (b) incomplete appraisal data for the story
stiffness of a three-story shear frame
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Fig. 2. Concerns about the listwise estimation procedures: (a) additional information loss; and (b) probability of noninformativeness
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The equation of motion of a linear structural system subject to a
seismic-ground-acceleration time history can be written as

MÜðtÞ þCU̇ðtÞ þKUðtÞ ¼ −MXðtÞ ð1Þ
where M, C, and K denote the mass, damping, and stiffness matri-
ces, respectively; t is the time; UðtÞ is the displacement-time-history
random vector of the structural system; and XðtÞ is the seismic-
ground-acceleration random vector. Assume that only the horizontal
vibrations of the system are looked at in Eq. (1), as is the case
for the vast majority of relevant structural engineering practice.
Accordingly, UðtÞ only contains the displacements of the horizontal
DOFs of the structural system, and XðtÞ is simply based on the
seismic ground acceleration in the horizontal direction XðtÞ:

UðtÞ ¼ ðU1ðtÞ;U2ðtÞ; : : : ;UnðtÞÞT ð2Þ

XðtÞ ¼ ðXðtÞ;XðtÞ; : : : ;XðtÞÞT ð3Þ

Specifically in this section, linear multistory shear frames are consid-
ered for the conciseness in terms of the stiffness matrix K, and the
resulting formulation could analogously be extended to other types of
linear or nonlinear systems, as to be illustrated in the next section. The
stiffness matrix K of a linear n-story shear frame can be derived as

K ¼

0
BBBBBBBBBB@

K1 þ K2 −K2 0 : : : 0

−K2 K2 þ K3 −K3
. .
. ..

.

0 −K3
. .
. . .

.
0

..

. . .
. . .

.
Kn−1 þ Kn −Kn

0 : : : 0 −Kn Kn

1
CCCCCCCCCCA

ð4Þ

where Ki is a random variable, and denotes the story stiffness
for the ith story (i ¼ 1; 2; : : : ; n). Hence, the stiffness matrix K is
characterized by the random vector K 0 defined as

K 0 ¼ ðK1; K2; : : : ; KnÞT ð5Þ

Let fðK 0jθÞ be the joint probability density function forK 0, where
θ contains the n0 distribution parameters, as in Eq. (6):

θ ¼ ðθ1; θ2; : : : ; θn0ÞT ð6Þ

Following a common interpretation, the seismic fragility of the
shear frame, denoted by q, is shown in Eq. (7):

q¼P
n
max
0≤t≤TðjU1ðtÞj; jUiþ1ðtÞ−UiðtÞj for i¼ 1; 2; : : : ; n−1Þ> um

o

ð7Þ

where T is the maximum time considered; um is a preselected
threshold displacement; and P is the probability measure in the
probability space (S, S, P) associated with the issue. Obviously,
the value of the probability q is contingent upon the probability
distribution of K 0, among other contributing factors. In many
engineering applications, Eq. (7) is often evaluated by resorting
to some numerical procedures (e.g., the Monte Carlo simulation).

To estimate the distribution parameters θi (i ¼ 1; 2; : : : ; n0), the
realizations of the random vector K 0 can be obtained from the
structural appraisal and health monitoring results, in combination
with some relevant analytical or empirical relationships where ap-
propriate. Ideally, this leads to the random sample K 0

r below:

K 0
r ¼ ðk1;k2; : : : ;knÞ ð8Þ

in which

ki ¼ ðk1i; k2i; : : : ; kmiÞT ð9Þ
where i ¼ 1; 2; : : : ; n; and ki is the realizations of Ki with the
sample size of m. Invoking the canonical maximum likelihood
routine, one could get an estimate/estimator

θ̂ ¼ ðθ̂1; θ̂2; : : : ; θ̂n0ÞT ð10Þ
for θ, and proceed to evaluate Eq. (7) for the seismic fragility q.
However, as described in the first section, practically a data miss-
ingness event may occur, meaning that in some cases not all the
entries in the matrix K 0

r are available. Further, as demonstrated
in the pilot study, if only incomplete data for K 0

r are collected,
unfortunately neither the pairwise estimation procedures nor the
listwise ones seem to be appealing. It is thereby propounded in this
study to employ an iterative statistical approach known as the
expectation-maximization (EM) algorithm (Dempster et al. 1977;
Wu 1983; Meng and van Dyk 1997) for improved performance
in the estimation of the parameter θ and in turn the computation
of the probability q. There are two steps (i.e., E-step and
M-step) in each iteration of the EM algorithm. Heuristically, in a
typical E-step the mean vector of the jointly sufficient statistics
based on the complete data is estimated, and the M-step then aims
to achieve in the maximum likelihood framework a better estimate
of the parameter θ than that in the last iteration. The two-step iter-
ative process continues until some predefined convergence criteria
are met, yielding the final estimate/estimator θ̂. Examples of the
convergence criteria include that in terms of a kind of vector norm
the absolute or relative error between two consecutive iterates for
the estimate of the parameter θ does not exceed a given small
positive number. Rigorous and complete expositions of the EM
algorithm can be found by referring to the previously mentioned
statistical literature. Starting with a simple case where the appraisal
data missingness is restricted to a single story, the subsections
below examine in detail the efficacy of this iterative statistical
approach in the context of linear system fragility evaluation, and
the application to a nonlinear hysteretic system is deferred to
the next section.

Occurrence of the Appraisal Data Missingness at a
Single Story

A 10-story (n ¼ 10) shear frame is considered. Suppose that the
corresponding story stiffness random vector K 0 has a 10-variate
normal distribution. The distribution parameter θ thus consists
of the 65 independent entries (n0 ¼ 65) in the mean vector and
the covariance matrix. Further, for each Ki (i ¼ 1; 2; : : : ; 10) as-
sume that its mean and coefficient of variation are 1.5 ×
107 kN=m and 0.3, respectively; for each pair of Ki and Kj (i,
j ¼ 1; 2; : : : ; 10; i ≠ j) the correlation is taken to be 0.5. The
10-by-10 lumped mass matrix with each diagonal entry equal to
1.5 × 106 kg is used for M. The damping effect is simulated
through the Rayleigh damping with the coefficients for the matrices
M andK computed from a modal damping ratio of 0.01 for the first
two modes. The horizontal seismic ground acceleration xðtÞ,
i.e., the realization of XðtÞ, is based on the classical, widely used
Clough-Penzien one-sided power spectral density (Clough and
Penzien 1993). As this section is only concerned with linear
systems, the displacement time histories uiðtÞ (i ¼ 1; 2; : : : ; 10),
i.e., the realizations of UiðtÞ (i ¼ 1; 2; : : : ; 10), are obtained by
the mode superposition in conjunction with the state space
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Fig. 3. For the 10-story shear frame: (a) an example of the horizontal seismic ground acceleration; and (b) the corresponding displacement time
histories at the first (top), fifth (middle), and ninth (bottom) stories
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representation. The sampling frequency for xðtÞ is 200 Hz, and the
time step size for uiðtÞ (i ¼ 1; 2; : : : ; 10) is 0.005 s. Fig. 3 shows an
example of xðtÞ and the corresponding u1ðtÞ, u5ðtÞ, and u9ðtÞ.

In order to investigate the performance of the approach, two par-
allel scenarios are constructed independently. In the first scenario,
no data missingness event occurs, and the 10-variate normal
random vector K 0 is fully observed 30 times (m ¼ 30). That is,
the random sample K 0

r is a 30-by-10 matrix with all its entries ob-
tained, and these complete appraisal data are utilized to evaluate the
seismic fragilities of the shear frame thereafter. On the contrary, it is
assumed in the second scenario that the appraisal data missingness
can occur only at the fifth story, and a missingness probability p
equal to 0.3 is introduced such that for each of the 30 entries in k5

the probability of the event that this entry is missing is 0.3. This is
achieved in the simulation through a binomial distribution with the
parameters of 30 and 0.7. In the first scenario, namely the
complete-data scenario, θ̂ is straightforwardly computed from
the sample mean and the sample covariance matrix; and in the
second scenario, or the incomplete-data scenario, the EM algorithm
is applied to get it. Throughout this study, the EM algorithm is
implemented through the R environment (R Development Core
Team 2011) and the package norm, a contributed package by Novo
and Schafer (2010), and the convergence criteria are introduced
such that the two-step iterative process stops if and only if the maxi-
mum relative difference between all the corresponding entries of
the estimates of the parameter θ in two consecutive iterations is
not more than 0.0001 (Novo and Schafer 2010). To allow for
the uncertainty involved and characterize the stochastic properties
of the estimator θ̂, the entire procedures in each of the two scenarios
are independently carried out 30 times. Consequently, one obtains a
random sample of size 30 for each individual θi (i ¼ 1; 2; : : : ; 65).
Indeed, this in general yields in the complete-data scenario

cθ̂i ¼ ðcθ̂1i; cθ̂2i; : : : ; cθ̂m0iÞT ð11Þ

and in the incomplete-data scenario

iθ̂i ¼ ðiθ̂1i; iθ̂2i; : : : ; iθ̂m0iÞT ð12Þ

where i ¼ 1; 2; : : : ; n0;
cθ̂i and

iθ̂i contain the estimates of θi in
the complete-data and incomplete-data scenarios, respectively; and
m0 is the sample size. As noted above, n0 ¼ 65 and m0 ¼ 30 in
this section, resulting in a total of 3,900 estimates. Take the mean
and variance of K5 and the covariance between K1 and K5,
which are three out of the 65 entries in θ, as an example. Their
estimates in either the complete-data or incomplete-data scenarios
are illustrated in Fig. 4, where those in the incomplete-data
scenario appear to exhibit greater amounts of variability. Indeed,
the sample standard deviations of the estimates in the complete-
and incomplete-data scenarios are respectively 8.59 × 105 kN=m
and 1.42 × 106 kN=m for Fig. 4(a), 5.53 × 1012 kN2=m2 and
2.62 × 1013 kN2=m2 for Fig. 4(b), and 3.81 × 1012 kN2=m2

and 4.55 × 1012 kN2=m2 for Fig. 4(c).
Now with all the necessary modules ready, the seismic fragilities

can be sought. For a given set of θ̂i (i ¼ 1; 2; : : : ; n0) and a speci-
fied seismic intensity, Monte Carlo simulation is used to compute
the corresponding seismic fragility. Again, taking account of the
uncertainty involved, at a specified seismic intensity two samples
for the seismic fragility are constructed:

cq ¼ ðcq1; cq2; : : : ; cqm1
ÞT ð13Þ

in the complete-data scenario, and

iq ¼ ðiq1; iq2; : : : ; iqm1
ÞT ð14ÞT
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in the incomplete-data scenario. Let cQ and iQ be the underlying
populations from which the samples cq and iq are respectively
taken, and denote the cumulative distribution functions (CDFs)
of cQ and iQ by FcQðzÞ and FiQðzÞ, respectively. The following
statistical hypotheses can be constructed:

H0∶ ∀ z; FcQðzÞ ¼ FiQðzÞ
H1∶ ∃ z; ∋ FcQðzÞ ≠ FiQðzÞ ð15Þ

The objective of setting up this pair of hypotheses is to provide a
decision-making procedure so that the efficacy of the formulated
remedy for the structural appraisal data missingness can be as-
sessed. In this study the two-sample Kolmogorov-Smirnov test
is performed for the hypothesis testing task. In particular, the
3,900 estimates in Eqs. (11) and (12) are divided into three trials.
Trial L1 comprises the estimates with the first subscript ranging
from 1 to 10; Trial L2 contains those having a first subscript be-
tween 11 and 20; and all the other estimates belong to Trial L3.
Thus corresponding to each trial, cq and iq both have a sample size
of 10 (m1 ¼ 10). Further, to help reduce the error introduced by the
Monte Carlo simulation, each of the above three trials is run twice

independently, and this is indicated by appending to the trial
number a letter A or B. For example, the first and second indepen-
dent runs of Trial L1 are denoted by Trials L1A and L1B, respec-
tively. With um ¼ 0.013 m and a significance level α ¼ 0.05, the
samples and hypothesis testing results for the seismic fragilities are
presented in Table 1, where the fragilities are with respect to a peak
ground acceleration ξ ¼ 0.981 m=s2 or 3.924 m=s2. As one can
see from Table 1, for any of the 12 pairs of the hypotheses no
significant difference is exhibited between the fragilities in the
complete-data scenario and those in the incomplete-data scenario.
An appealing implication pops up: When a data missingness event
occurs, it appears to be useful to try the formulated remedy as it
may yield fragility evaluation results that are not significantly dif-
ferent from those based on the complete structural appraisal data.

Occurrence of the Appraisal Data Missingness at
Multiple Stories

More complicated circumstances can now be looked at where the
appraisal data missingness may occur at more than one story of the
shear frame. As an example, assume that each entry in K 0

r has a
missingness probability p of 0.15. As in the above subsection,
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Fig. 5. For the case that the appraisal data missingness can occur at more than one story of the 10-story shear frame, the estimates of: (a) the mean;
(b) variance of K5; (c) the covariance between K1 and K5
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two parallel scenarios (i.e., complete-data and incomplete-data
scenarios) are analogously introduced with Eqs. (11)–(15) con-
structed accordingly. To summarize, n ¼ 10, n0 ¼ 65, m ¼ 30,
m0 ¼ 30, and m1 ¼ 10. It is worth noting that, if the listwise
estimation procedures are used, this set of the parameter values is
expected to give rise to an additional information loss of 76.8%
according to the pilot study. Some representative estimates based on
the EM algorithm, together with those obtained in the complete-data
scenario, are plotted in Fig. 5. With the sample means of the estimates
in the complete-data scenario indicated by the horizontal solid lines
and those in the incomplete-data scenario by the horizontal dashed
lines, reasonably good agreement can be observed in all the three
subfigures and especially in Fig. 5(a) where the sample mean of
the estimates of the mean of K5 in the incomplete-data scenario dif-
fers from its complete-data counterpart by a relative error of only
0.13%. The final fragility evaluation results are presented in Table 2,
in which the trial IDs are designated in the same manner as in the
single-story case. For all the trials investigated, the EM algorithm
embedded remedy can in the incomplete-data scenario produce the
results comparable to those in the complete-data scenario in the sense
that the null hypothesis H0 in Eq. (15) cannot be rejected at the sig-
nificance level α ¼ 0.05.

Influence of the Correlations and the Missingness
Probability

To study the influence of the correlations between the random
variables in K 0 on the performance of the formulated remedy in
evaluating the fragilities of the 10-story shear frame, two trials,
i.e., Trials L7 and L8, are designed. In Trial L7 the correlation be-
tween Ki and Kj (i, j ¼ 1; 2; : : : ; 10; i ≠ j) is assumed to be 0.1,
while 0.9 is used in Trial L8. In each trial the bootstrap technique
see, e.g., (Efron and Tibshirani 1993) is applied to improve the
simulation efficiency. Particularly, M bootstrap samples are
constructed from cq for the complete-data scenario, and another
M ones are based on iq for the incomplete-data scenario:

cq�
i ¼ ðcq�1i; cq�2i; : : : ; cq�m2i

ÞT ð16Þ

iq�
i ¼ ðiq�1i; iq�2i; : : : ; iq�m2i

ÞT ð17Þ
where i ¼ 1; 2; : : : ; M; andm2 is the size of the bootstrap samples.
For each pair of cq�i and

iq�i (i ¼ 1; 2; : : : ; M), one can with anal-
ogy to Eq. (15) construct the statistical hypotheses shown below:

H0∶ ∀ z; FcQ�
i
ðzÞ ¼ FiQ�

i
ðzÞ

H1∶ ∃ z; ∋ FcQ�
i
ðzÞ ≠ FiQ�

i
ðzÞ ð18Þ

where cQ�
i and iQ�

i are the underlying populations for cq�
i

and iq�
i , respectively; and FcQ�

i
ðzÞ and FiQ�

i
ðzÞ are the correspond-

ing CDFs. Again, for a given significance level α, the two-sample
Kolmogorov-Smirnov test is carried out. The results of all these M
hypothesis tests are represented by an acceptance rate Ra, which is
defined as the ratio ofM0 (i.e., the number of the tests in which H0

cannot be rejected at the significance level α) to M (i.e., the total
number of the tests):

Ra ¼ M0=M ð19Þ
Thereby, Ra varies between 0 and 100%, and a higher value of Ra
may indicate superior performance of the formulated remedy. Note
that the implication here is that there may exist a situation in which
the null hypothesis has to be rejected. For ξ ¼ 2.453 m=s2,
m ¼ 30, p ¼ 0.3 for each entry in K 0

r , m0 ¼ 30, m1 ¼ 30,
M ¼ 1,000, and m2 ¼ 5, 10, or 15, Table 3 lists the results ofT
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cq, iq, and Ra. It is clear that the Ra values are fairly high for
both the trials. It can also be observed from this table that,
with a difference of 7.4, 11.7, or 10.6 percentage points in Ra re-
spectively for an m2 value of 5, 10, or 15, the formulated remedy
seems to perform better for the correlation configuration in Trial L7
than it does for that in Trial L8.

Concerning the influence of the missingness probability, two
additional trials, i.e., Trials L9 and L10, are introduced. In Trials
L9 and L10 the missingness probability p for each entry in K 0

r is
respectively taken as 0.25 and 0.35, whereas in both the trials 0.5 is
used as the correlation between Ki and Kj (i, j ¼ 1; 2; : : : ; 10;
i ≠ j). Keeping the other parameters the same as those in studying
the influence of the correlations and carrying out the procedures
directly analogous to Eqs. (16)–(19), the obtained cq, iq, and Ra
results are summarized in Table 4. Specifically, when each entry
in K 0

r has the missingness probability p of 0.35, an Ra value of
85.4%, 85.5%, or 86.9% is achieved for m2 ¼ 5, 10, or 15, respec-
tively. By contrast, if the listwise estimation procedures are turned
to in this situation, an addition information loss of 97.9% would be
expected to occur, and the probability of noninformativeness
amounts to 0.939 as well.

Fragility Evaluation of Hysteretic Systems with
Incomplete Appraisal Data

Hysteresis is a nonlinear phenomenon frequently observed and
recorded by structural engineers in a seismic event. To further

examine the effectiveness of the EM algorithm embedded remedy,
this section is devoted to the fragility evaluation of a typical
hysteretic system (Mostaghel 1999; Mostaghel and Byrd 2000),
and particularly the seismic ground accelerations from an actual
earthquake are used. On February 22, 2011, an M 6.3 earthquake
hit New Zealand’s southern city of Christchurch, leading to
catastrophic life and property losses. New Zealand’s Earthquake
Commission (EQC), GNS Science, and Land Information New
Zealand (LINZ) captured scores of the seismic ground accelerations
during the earthquake andmade thempublicly accessible through the
companion website GeoNet (http://www.geonet.org.nz/earthquake/
historic-earthquakes/top-nz/quake-14.html). Utilizing this resource,
the fragility evaluation in this section is based on a selected real
seismic-ground-acceleration time history, which is depicted in
Fig. 6(a). The equations of motion of the two-story bilinear hyster-
etic shear frame being considered are shown in Eqs. (20) and (21),
and more details can be found in Mostaghel (1999) and Mostaghel
and Byrd (2000):

MÜðtÞ þ CU̇ðtÞ þ γKUðtÞ þ ð1 − γÞ ~KVðtÞ ¼ −MXðtÞ ð20Þ

V̇ðtÞ ¼ FðUðtÞ; VðtÞ; U̇ðtÞ; V̇ðtÞÞU̇ðtÞ ð21Þ

in which

VðtÞ ¼ ðV1ðtÞ;V2ðtÞÞT ð22Þ

Table 4. Seismic Fragilities in the Complete-Data and Incomplete-Data Scenarios Corresponding to Different Values of the Missingness Probability

Trial ID Sample

Acceptance rate Ra (%)

m2 ¼ 5 m2 ¼ 10 m2 ¼ 15

0.419; 0.464; 0.407; 0.440; 0.345; 0.385; 0.542; 0.407; 0.317; 0.377;
0.430; 0.436; 0.423; 0.295; 0.476; 0.449; 0.435; 0.443; 0.392; 0.390;
0.466; 0.593; 0.466; 0.440; 0.424; 0.344; 0.512; 0.471; 0.427; 0.459

L9 0.394; 0.579; 0.377; 0.464; 0.478; 0.466; 0.403; 0.356; 0.430; 0.427; 86.9 85.2 81.4
0.510; 0.389; 0.351; 0.391; 0.393; 0.463; 0.327; 0.430; 0.406; 0.415;
0.336; 0.372; 0.425; 0.494; 0.422; 0.364; 0.376; 0.376; 0.397; 0.582

L10 0.420; 0.469; 0.374; 0.325; 0.559; 0.329; 0.445; 0.394; 0.506; 0.544; 85.4 85.5 86.9
0.412; 0.498; 0.455; 0.372; 0.492; 0.455; 0.432; 0.403; 0.467; 0.480;
0.473; 0.496; 0.479; 0.391; 0.367; 0.377; 0.458; 0.447; 0.471; 0.533

Note: The first three rows show the sample obtained from the complete-data scenario, and the second and third three rows are the two samples corresponding to
their respective incomplete-data scenarios.

Table 3. Seismic Fragilities in the Complete-Data and Incomplete-Data Scenarios Corresponding to Different Values of the Correlations

Trial ID Sample

Acceptance rate Ra (%)

m2 ¼ 5 m2 ¼ 10 m2 ¼ 15

L7 0.490; 0.482; 0.585; 0.535; 0.559; 0.565; 0.606; 0.573; 0.471; 0.572; 90.8 91.5 93.1
0.470; 0.560; 0.562; 0.544; 0.559; 0.500; 0.467; 0.587; 0.565; 0.530;
0.402; 0.421; 0.483; 0.538; 0.488; 0.599; 0.571; 0.470; 0.613; 0.551

0.492; 0.656; 0.502; 0.549; 0.519; 0.472; 0.578; 0.635; 0.543; 0.514;
0.545; 0.465; 0.527; 0.559; 0.647; 0.682; 0.568; 0.470; 0.596; 0.649;
0.555; 0.534; 0.578; 0.518; 0.522; 0.517; 0.542; 0.561; 0.591; 0.520

L8 0.232; 0.296; 0.219; 0.255; 0.362; 0.339; 0.273; 0.295; 0.242; 0.244; 83.4 79.8 82.5
0.242; 0.160; 0.221; 0.240; 0.237; 0.222; 0.293; 0.333; 0.313; 0.238;
0.186; 0.276; 0.245; 0.342; 0.266; 0.354; 0.288; 0.146; 0.253; 0.273

0.394; 0.206; 0.158; 0.260; 0.184; 0.175; 0.233; 0.256; 0.218; 0.212;
0.226; 0.186; 0.252; 0.307; 0.310; 0.238; 0.293; 0.257; 0.227; 0.266;
0.231; 0.210; 0.272; 0.319; 0.229; 0.283; 0.284; 0.228; 0.169; 0.160

Note: The first and second three rows in each trial are the samples obtained from the complete-data and incomplete-data scenarios, respectively.
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Fig. 6. (a) A horizontal seismic ground acceleration in the February 2011 Christchurch earthquake; and (b) an example of the corresponding dis-
placement time history at the first story of the bilinear hysteretic shear frame when η ¼ 3.924 m=s2
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Fig. 7. For the case of the bilinear hysteretic shear frame, the estimates of: (a) the means; (b) variances of K1 and K2; and (c) the covariance between
K1 and K2
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~K ¼
�
K1 −K2

0 K2

�
ð23Þ

FðUðtÞ; VðtÞ; U̇ðtÞ; V̇ðtÞÞ ¼
�

f0 0

−f1 f1

�
ð24Þ

f0 ¼ h3ðU̇1ðtÞÞðh4ðV1ðtÞ − λδÞh4ðU1ðtÞÞ
þ h4ðV1ðtÞ − δÞh3ðU1ðtÞÞÞ
þ h2ðU̇1ðtÞÞðh1ðV1ðtÞ þ λδÞh1ðU1ðtÞÞ
þ h1ðV1ðtÞ þ δÞh2ðU1ðtÞÞÞ ð25Þ

f1 ¼ h3ðU̇2ðtÞ − U̇1ðtÞÞðh4ðV2ðtÞ − λδÞh4ðU2ðtÞ − U1ðtÞÞ
þ h4ðV2ðtÞ − δÞh3ðU2ðtÞ − U1ðtÞÞ
þ h2ðU̇2ðtÞ − U̇1ðtÞÞðh1ðV2ðtÞ þ λδÞh1ðU2ðtÞ −U1ðtÞÞ
þ h1ðV2ðtÞ þ δÞh2ðU2ðtÞ − U1ðtÞÞ ð26Þ

h1ðzÞ ¼
�
1; z ≥ 0

0; z < 0
; h2ðzÞ ¼

�
0; z ≥ 0

1; z < 0
;

h3ðzÞ ¼
�
1; z > 0

0; z ≤ 0
; h4ðzÞ ¼

�
0; z > 0

1; z ≤ 0
ð27Þ

whereM,C,K, t, UðtÞ, andXðtÞ are analogously defined as in the
prior section; VðtÞ contains the auxiliary unknown functions
related to the nonlinear mechanism; ~K is the auxiliary stiffness ma-
trix; γ is the post-yield-to-pre-yield stiffness ratio; λ is to quantify
the distinction between the tension and compression strengths in-
volved; and δ prescribes the deformation when yielding occurs.
Besides, K 0, θ, fðK 0jθÞ, q, K 0

r , and θ̂ are introduced in analogy
with the linear system circumstances. Suppose thatK1 andK2 have
a bivariate normal distribution, and that each of them has a mean of
1 × 106 kN=m and a coefficient of variation of 0.3, and the
correlation between them is 0.5. Both of the diagonal entries in
the lumped-mass matrix M are taken as 1.25 × 106 kg. The
Rayleigh damping is used for C where the coefficients involved
are computed from the linear system corresponding to Eqs. (20)
and (21) (i.e., γ ¼ 1) with a modal damping ratio of 0.05 for both
the modes. The fourth order Runge–Kutta method is applied to per-
form the time marching, and the time step size is chosen as 0.02 s.
For the parameters γ, λ, and δ equal to 0.15, 0.1, and 0.005 m re-
spectively, Fig. 6(b) illustrates a corresponding first-story displace-
ment time history obtained when the seismic ground acceleration
in Fig. 6(a) is scaled such that η, the pseudo-spectral acceleration
with a natural frequency of 17.48 rad=s and a damping ratio of
0.05, becomes 3.924 m=s2. The residual displacement associated
with the hysteresis is clearly demonstrated in Fig. 6(b), where the
original equilibrium position is marked by the horizontal dashed
line. A complete-data scenario and an incomplete-data scenario are
set up in the same way as in the preceding section, resulting in
Eqs. (11)–(15). The parameters used are summarized below: n ¼ 2,
n0 ¼ 5, m ¼ 30, m0 ¼ 10, m1 ¼ 10, um ¼ 0.02 m, p ¼ 0.3, and
α ¼ 0.05. The means and variances of K1 and K2 and the covari-
ance betweenK1 andK2 are estimated in the complete-data scenario
by their respective sample statistics and in the in-complete data
scenario by the EM algorithm, and the results are plotted in Fig. 7.
For the data being considered, the EM algorithm used can be ob-
served to produce in the incomplete-data scenario the estimates in
closer agreement with those from the complete-data scenario for
the means than for the variances and the covariance, given that the
agreement is measured by the difference between the sample meansT
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of the estimates as respectively described in Fig. 7 by the horizontal
solid and dashed lines for the complete-data and incomplete-data
scenarios. Table 5 lists the results in Trials H11A and H11B, where
the suffixes A and B denote two independent runs of the entire
Monte Carlo simulation process. In each trial, the seismic-fragility
samples as in Eqs. (13) and (14) are reported at η ¼ 3.924m=s2 or
7.848 m=s2. Besides the cases in the previous section regarding
typical linear systems, the EMalgorithm embedded remedy appears
to be also effectual to the appraisal data missingness for the
hysteretic shear frame in that, in terms of any of the four pairs
of the hypotheses as in Eq. (15), the differences between the
fragilities in the complete- and incomplete-data scenarios are not
statistically significant enough to be discerned by the two-sample
Kolmogorov-Smirnov test with α ¼ 0.05.

Concluding Remarks

With a data missingness event accepted as a fait accompli in
relevant structural appraisal and health monitoring practice, seismic
fragility evaluation is cast as an issue involving incomplete
data. The formulation of the EM algorithm embedded remedy for
the appraisal data missingness strives to provide a thinking-
beyond-the-box alternative in addition to the substantial research
effort in some well recognized, fast progressing fields germane
to the advancement of the precautions. The major findings of
the study, along with some recommendations for future research,
are summarized in as below:
1. Straightforward as the pairwise and listwise parameter-

estimation manners are in dealing with incomplete structural
appraisal data, they may create problems for the subsequent
seismic fragility evaluation. To be more specific, the pairwise
manner could have difficulty in satisfying the relevant
positive-semidefiniteness criterion while the listwise manner
seems to be incompetent in regard to the additional informa-
tion loss and the probability of noninformativeness defined.

2. On the other hand, as demonstrated by the examples of
the linear and nonlinear hysteretic systems incorporating both
numerically synthesized and practically recorded seismic
ground accelerations, the proposed EM algorithm embedded
remedy appears to be able to exhibit superior performance
when only incomplete structural appraisal data are available
for the evaluation of the seismic fragilities. Further, the
meticulously devised parameter study illustrates, to some
extent, the robustness of the remedy against the values of
the pertinent correlations and missingness probability.

3. Implementation-wise, considerably more amount of effort was
exerted to compute a fragility value for the nonlinear hysteretic
systems than for the linear systems. Hence, it is recommended
for future research that some surrogate model be established to
alleviate the otherwise cumbersome computational burden
especially when the performance of the proposed remedy in
the fragility evaluation of the nonlinear hysteretic systems
is to be investigated in a more comprehensive way.

4. Besides the applications to the linear or nonlinear hysteretic
systems included in this study, the formulated remedy may
also have the potential to contribute to the seismic safety
design of sustainable civil structures. Indeed, such cutting-
edge techniques as online SHM and wireless sensor network
assisted structural assessment can help acquire with decent ac-
curacy the latest information on the condition of a structure
prone to seismic risk. These techniques form the first-level
strategy toward sustainability: So long as they work appropri-
ately and effectively, the health condition and seismic safety of

the structure are being attended to arguably well throughout
its service life. Imposed upon the first-level strategy and
essentially introducing a second-level sustainability strategy,
the formulated remedy could hopefully build up in the seismic
safety design the preparedness to cope with the situations in
which only incomplete structural appraisal data are practically
available.

Notation

The following symbols are used in this paper:
C = damping matrix;
K = stiffness matrix;
~K = auxiliary stiffness matrix for the hysteretic system;

K 0 = story-stiffness random vector;
K 0

r = realizations of K 0;
M = number of the bootstrap samples constructed from cq, aka

number of the bootstrap samples constructed from iq;
M = mass matrix;
M0 = out of theM hypothesis tests, number of the tests in which

the null hypothesis cannot be rejected at the specified
significance level;

m = sample size of the structural appraisal data K 0
r ;

m0 = sample size of cθ̂i and
iθ̂i;

m1 = sample size of cq and iq;
m2 = sample size of cq�

i and iq�
i ;

n = dimension of K 0;
n0 = number of the distribution parameters for K 0;
P = probability measure for the seismic fragility definition;
p = missingness probability;

cQ = underlying population corresponding to the sample cq;
iQ = underlying population corresponding to the sample iq;

cQ�
i = underlying population corresponding to the sample cq�

i ;
iQ�

i = underlying population corresponding to the sample iq�
i ;

q = seismic fragility;
cq = seismic fragility sample in the complete-data scenario;
iq = seismic fragility sample in the incomplete-data

scenario;
cq�

i = ith bootstrap sample constructed from cq;
iq�

i = ith bootstrap sample constructed from iq;
Ra = acceptance rate;
S = sample space for the seismic fragility definition;
S = σ-algebra on S for the seismic fragility definition;
T = maximum time considered;
t = time;

UðtÞ = displacement-time-history random vector;
uiðtÞ = realization of the ith entry in UðtÞ;
um = preselected threshold displacement;

VðtÞ = auxiliary unknown functions for the hysteretic
system;

XðtÞ = seismic-ground-acceleration random vector;
xðtÞ = realization of an entry in XðtÞ;
α = significance level;
γ = post-yield-to-pre-yield stiffness ratio;
δ = deformation when yielding occurs;
η = pseudo-spectral acceleration;
θ = distribution parameters for K 0;
θ̂ = estimate/estimator for θ;

cθ̂i = estimates of the ith entry in θ in the complete-data
scenario;

iθ̂i = estimates of the ith entry in θ in the incomplete-data
scenario;
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λ = parameter quantifying the distinction between the tensile
and compressive strengths involved; and

ξ = peak ground acceleration.
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